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Why study the N=4 planar gauge theory? 

“more is less”: it is simpler than QCD and presumably exactly solvable 
due to the high amount of symmetry

although not realized in nature, it can help our understanding of strongly coupled 
gauge theories

first example of precise duality with a string theory (type IIB on AdS5 xS5 )

[Maldacena 97; Witten 98; Gubser, Klebanov, Polyakov 98]
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Symmetries 

-  the beta function is zero, presumably at all orders              the Poincaré group gets 
promoted to the conformal group SO(4,2) ≅ SU(2,2)

-  there are four copies of supersymmetry generators, which are rotated into one another 
by the R-symmetry SO(6) ≅ SU(4)

- the total symmetry super-group is PSU(2,2|4)
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N = 4 gauge theory

• fundamental fields: Aµ, ΦI (I = 1, ..., 6), Ψα(α = 1, ..., 4) and derivatives

• symmetries: − conformal group SO(2, 4) " SU(2, 2)

− R-symmetry SO(6) " SU(4)

− supersymmetry ⇒ global symmetry: PSL(2, 2|4)

Correspondence

Local operators in the gauge theory

e.g. Tr (ΦI1ΦI2 ...ΦIL
) ↔ One-string states

Anomalous dimensions ↔ Energy spectrum

R-charges ↔ Angular momenta Ji

2
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Integrability 

One loop dilatation operator 
=

integrable spin chain

2. Integrability in CFT

I will first explain how Bethe ansatz arises in perturbative SYM. It is especially useful in the semiclassical limit,
which is accurate for states with large quantum numbers. There are two basic types of local operators with large
quantum numbers in SYM. The majority of operators have large scaling dimensions at strong coupling [2], which is
the stringy regime of AdS/CFT. This regime is non-perturbative by definition and hard to access by conventional
field-theory methods. On the other hand, operators with a large number of constituent fields [4] can have huge
global charges independently of the strength of interaction and are thus expected to behave stringy even in
perturbation theory. The stringy behavior of both types of operators can be qualitatively explained by examining
planar diagrams that dominate their correlation functions. Typical diagrams at strong coupling diagrams have
large number of vertices and propagators and obviously resemble continuous string world-sheets. Planar diagrams
for large operators always contain many of propagators and resemble continuous strings even at the lowest orders
of perturbation theory.

The field content of N = 4 SYM theory consists of gauge fields Aµ, six scalars Φa and four Majorana fermions
Ψi

α, all in the adjoint representation of U(N). The action is

S =
1

g2
YM

Z

d4x tr



−1
2

F 2
µν + (DµΦa)2 + [Φa, Φb]

2 + fermions

ff

. (1)

The simplest local gauge-invariant operators are composed of two types of complex scalar fields Z = Φ1 + iΦ2

and W = Φ3 + iΦ4:

O = tr
“

ZL−MW M + permutations
”

. (2)

These operators transform non-trivially under a SU(2)×U(1) subgroup of the SO(6) R-symmetry. (Z, W ) trans-
form as a doublet of SU(2) and has the U(1) charge L. Correlation functions of operators (2) contain UV
divergences and need to be regularized and renormalized by adding counterterms. In general the renormalized
operator is a linear combination of several bare operators: OA = Z

B
A Obare

B , where A and B are multi-indices
that parameterize all possible operators with the same quantum numbers (the same number of Z and W fields in
the present case). The mixing matrix is defined as Γ = Z

−1dZ/d ln Λ, where Λ is a UV cutoff. Its eigenvectors are

conformal operators and its eigenvalues are their anomalous dimensions: Γ B
A O(n)

B
= γnO(n)

A
, so that the scaling

dimension of the operator O(n) is ∆n = L+γn. The set of operators (2) is closed under renormalization. Operators
from this set do not mix with operators that contain Fµν , fermions or derivatives [33,34]. Including such operators
is possible [33,8,35,34] but will not be discussed here for the sake of simplicity.

The number of operators of the same length L grows very quickly with L 3 , which makes perturbation theory for
large operators highly degenerate. Thus computation of anomalous dimensions is a non-trivial problem for large
operators even at one loop. The following parametrization of operators (2) enormously simplifies this problem.
Let us associate the field Z with spin up and the field W with spin down. An operator of the form (2) then defines
a distribution of spins on a periodic one-dimensional lattice of length L:

trZZZWWZZZWWWZWZZZZ . . . ←→ |↑↑↑↓↓↑↑↑↓↓↓↑↓↑↑↑↑ . . .〉 .

The map between the operators and the states of the spin chain is one-to-one if the states are required to be
translationally invariant. The mixing matrix acts linearly on the operators and thus can be interpreted as a
Hamiltonian of a spin chain.

The one-loop mixing matrix can be easily computed. The three diagrams that contribute at this order are shown
in fig. 1. The gluon exchange and the self-energy produce the same renormalized operator, while the scalar vertex
can lead to the interchange of Z and W fields. At large N the interchange can only occur between adjacent sites
of the lattice. Indeed, an insertion of the vertex between a pair propagators produces a non-planar graph unless
the propagators start from the adjacent sites. The planar mixing matrix is thus a Hamiltonian of a spin chain
with nearest-neighbor interactions. Explicitly [6],

Γ =
λ

16π2

L
X

l=1

(1 − Pl,l+1), (3)

where λ = g2N is the ’t Hooft coupling and P is the permutation operator: P a⊗b = b⊗a. The use of the identity
P = (1 + σ ⊗ σ)/2 brings the mixing matrix to the familiar form of the Heisenberg Hamiltonian:

3 Then the number of independent operators with the same length is exponentially large at N = ∞. At finite N the number of
degenerate operators is proportional to some power of L.
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R2

α′
=

√
λ

TrZL

D̂1 = 2
L

∑

l=1

(1 − Pl,l+1)

D̂2 =
L

∑

l=1

(8Pl,l+1 − 2Pl,l+2 − 6)

D̂(λ) = L +
∑

m

λnD̂n
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[Minahan, Zarembo, 02]

[Lipatov, 98]

String sigma model
is 

classically integrable

[Bena, Polchinski, Roiban, 02]

[Kazakov, Marshakov, 
Minahan, Zarembo, 04]

solution of the classical sigma model in  
terms of an algebraic curve

]

solution in terms of Bethe Ansatz equations

string solution, e.g.

[Frolov, Tseytlin, 02]
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Integrability 
 existence of an infinite number of 

integrals of motion [Im,In]=0  factorized scattering (no particle 
production)

Yang-Baxter equation

 =

1 2 3 1 2 3

S12 S13 S23 = S23 S13 S12

[Zamolodchikov, Zamolodchikov, 70ties]exact solution for some 2d field theories

extra difficulty for the AdS/CFT integrable system: lack of relativistic invariance for the excitations 
of the string in light cone gauge
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Integrability: solution of the spectrum 

- full solution of the spectral problem via Thermodynamic Bethe Ansatz [Gromov, Kazakov, Vieira, 09] 
and Riemann-Hilbert problem a.k.a Quantum Spectral Curve (QSC) [Gromov, Kazakov, Leurent, 
Volin, 13-15]:

- the scattering matrix of excitations over the BMN vacuum fixed solely by symmetry  [Beisert, 05-06] 

the BMN vacuum:            Tr ZL             [Berenstein, Maldacena, Nastase, 02]

                     breaks the symmetry to the centrally extended   PSU(2|2)2

a, b

E =
1

2

∑

ij,k

(−1)FijΩ(xij
k )

Ωij
k = Ω(xij

k )

|x| = 1

xij
k

s ≡
√

2S

λ1/4

p̂2(x) =
J

2g

x

x2 − 1
+ G(x)

a = 1 +
r2

8
s3 +

r2 − r4

128
s5 + . . . ,

b = 1 + 2s + 2s2 +
7 + r2

8
s3 + . . . .

∆√
λ

= s +
3 + 2r2

16
s3 + . . . .

∆ = 2.0004λ1/4 + 1.99/λ1/4 + . . .

∆classical + ∆1−loop = λ1/4
√

2S +
1

λ1/4

2J2 + S(3S − 2)

4
√

2S

E! = J + S + f(g, ") ln S + f1(g, ") + f2(g, ")
1

ln S
+ . . .

f(g) ≡ f(g, " = 0)

E =

∫ ∞

−∞

ε(x) dx +

∫ 1

−1

dz

2π

z√
1 − z2

∂zM0

"→ 0

〈OA(x)OB(y)〉 =
δAB

|x − y|2∆A(λ)

OA(x) =
∑

ψA Tr (ZZZXXZZZXXXZXZZZZ . . .)

11

- crossing equation written down by [Janik, 06] and solved by [Beisert, Eden, Staudacher, 06]  
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Other objects computed using integrability

Correlators of  local fields

Wilson loops (lines)(Gluon) amplitudes
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The three point function in N=4 SYM
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and polarizations (or global rotations with respect to some reference BPS state, e.g Tr ZL) 
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efficiently encoded in the zeros of the Baxter functions

R
01

(u)R
02

(u � ic)|V
12

i ⇠ |V
12

i . (74)

⌦
1

(u)⌦
2

(u)⌦
3

(u) = 1 (75)

|V
123

i ⇠ |H
1

i ⌦ |H
2

i

hO
1

(x)O
2

(y)O
3

(z)i =
C

123

|x � y|�1+�2��3 |x � z|�1+�3��2 |y � z|�2+�3��1
(76)

O
↵

(x) , ↵ = 1, 2, 3

{u
i,↵

=
1

2
cot

p
i,↵

2

r
1 + 16g2 sin2

p
i,↵

2
}

�
↵

= L
↵

� M
↵

+
M↵X

i=1

r
1 + 16g2 sin2

p
i,↵

2

g
↵

= e⇣
A
↵ J

A

hZ̄(x)Z(y)i ⇠ 1

|x � y|2

hX̄(x)X(y)i ⇠ 1

|x � y|2

{Q↵

a

(u; u
i,↵

) , a = 1, . . . 8}

References

23

Thursday, August 27, 15



The three point function at weak coupling 

At tree level the three point function can be computed using gaussian contraction   

Figure 5. Two ways of computing the two point function

and how to flip the operator |O2i to | ¯O2i.

3.2.1 Characterizing the flipped operator

¯O
One of the basic property of the vertex is that it transforms an outgoing state into a

incoming one (or vice versa),

(1)hO| = hV
12

|�(1)| ¯Oi(2) , (3.13)

the two states hO| and | ¯Oi corresponding to two di↵erent but related operators O and

¯O.

In this section, we are going to show how to obtain the operator

¯O once O is given. In this

way we are relating the two di↵erent way of computing the two point functions illustrated

in figure 5.

Due to the large degeneracy of trace states at tree level, one prefers to use a pre-

diagonalization and use as basis of states the eigenstates of the one-loop dilatation operator,

which is conveniently given by (nested) algebraic Bethe ansatz. Suppose that we have built

the one-loop Lax matrix

L
s

(u) = u� i/2� i(�1)

|A|EAB

0

EBA

s

. (3.14)

where the generators in the auxiliary space EAB

0,d

belong to the defining (4|4 dimensional)

representation of psu(2, 2|4) and EAB

s

are the generators in the actual physical represen-

tation, e.g. the oscillators representation. Using the property (3.12) of the vertex it is

straightforward to show that
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(�u)|V
12

i . (3.15)

Since the vertex carries the physical representation and its dual, one could interpret the

above relation as the crossing relation. This point can be made more explicit by using

the set of generators

¯EAB

defined in (2.12) which act naturally in the dual representation.

The change of sign in the Lax matrix can be absorbed in the normalization, and we will

tacitly assume in the following that we have done so. Let us now consider the monodromy

matrices of the two chains
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Figure 1: Planar contractions contributing to the tree-level three-point function. The contractions
hX ¯Xi are represented by solid lines and the contractions hZ ¯Zi are represented by dashed lines.

and N
1

= N
2

. The two-point function is proportional to the inner product of the the vectors |ui and
|vi,
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The sum with respect to the positions of the two marked points on the two traces leads to a factor
L. Although the individual rapidities are complex, the set of rapidities of an eigenstate is symmetric
under complex conjugation, u = u

⇤. Thus the two-point function of on-shell states is proportional to
the Gaudin norm:
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7.3 The three-point function in terms of scalar products

In a su(2) sector of the SYM theory, the operators are made of two complex scalars. We consider,
as in [3, 8, 9], the correlation function of three single-trace operators belonging to the su(2) sectors
{Z,X}, { ¯Z, ¯X} and {Z, ¯X}.

The three operators are characterized by three sets of rapidities, u = {u
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pure combinatorics

Spin chain language: the combinatorics can be expressed in terms of scalar products of states of 
(pieces of) spin chain   [Roiban, Volovich, 04]

use Algebraic Bethe Ansatz (ABA) to build and cut the chains into pieces

Figure 5. Two ways of computing the two point function

and how to flip the operator |O2i to | ¯O2i.

3.2.1 Characterizing the flipped operator

¯O
One of the basic property of the vertex is that it transforms an outgoing state into a

incoming one (or vice versa),

(1)hO| = hV
12

|�(1)| ¯Oi(2) , (3.13)

the two states hO| and | ¯Oi corresponding to two di↵erent but related operators O and

¯O.

In this section, we are going to show how to obtain the operator

¯O once O is given. In this

way we are relating the two di↵erent way of computing the two point functions illustrated

in figure 5.

Due to the large degeneracy of trace states at tree level, one prefers to use a pre-

diagonalization and use as basis of states the eigenstates of the one-loop dilatation operator,

which is conveniently given by (nested) algebraic Bethe ansatz. Suppose that we have built

the one-loop Lax matrix

L
s

(u) = u� i/2� i(�1)

|A|EAB

0

EBA
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. (3.14)

where the generators in the auxiliary space EAB

0,d

belong to the defining (4|4 dimensional)

representation of psu(2, 2|4) and EAB

s

are the generators in the actual physical represen-

tation, e.g. the oscillators representation. Using the property (3.12) of the vertex it is

straightforward to show that
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Since the vertex carries the physical representation and its dual, one could interpret the

above relation as the crossing relation. This point can be made more explicit by using

the set of generators

¯EAB

defined in (2.12) which act naturally in the dual representation.

The change of sign in the Lax matrix can be absorbed in the normalization, and we will

tacitly assume in the following that we have done so. Let us now consider the monodromy

matrices of the two chains
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“tailoring” of spin chains [Escobedo, Gromov, Sever, Vieira, 10]
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The three point function at weak coupling 

Cutting the chains into pieces generates sums over partitions of magnons  

In some special cases these sums can explicity taken, and obtain determinant representations 
[Foda, 11] whose semiclassical limit is rather straightforward [Escobedo, Sever, Vieira, 11; Kostov,
12; Kostov, Bettelheim, 14]

Resumming the contribution of magnons and taking the limit of large number of magnons are 
among the open problems.
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e.g. in some of the su(2) sector at tree level and one loop [Jiang, Kostov, Loebbert, DS, 14] the 
semiclassical limit is 

in agreement with strong coupling computations [Kazama, Komatsu, 13 & unpublished] 

Similar expressions for some special cases of higher rank, su(3) cases [Foda, Jiang, Kostov, DS, 13] 
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The three point function at weak coupling 

We expect to get similar expressions for general three point functions at higher rank and higher 
loop order [Kazama, Komatsu, 13] 

fermionic representations (~ partition function for relativistic fermions)? 

methods based on Sklyanin’s Separation of Variables
-> integral representattion [Jiang, Komatsu, Kostov, DS, 15]  

Figure 1.1. The three-point function corresponds to the partition function of the six vertex model

with a hexagonal boundary. Here ✓(1)
= ✓(12) [ ✓(31)

etc. are the inhomogeneity parameters and

un are the rapidities (n = 1, 2, 3). Blue and black lines correspond to the quantum space and

the auxiliary space respectively. Here we are depicting the figure as if it is embedded in three

dimensions, assuming that the angles between the blue and the black lines are 90

�
. There is a

conical defect in the bulk with an excess angle ⇡, which is in accordance with the hexagon vertex

picture of [43].

out to be quite subtle for three-point functions. In order to circumvent this di�culty, we

exploit the well-known correspondence between quantum integrable spin chains in 1(+1)

dimensions and classical integrable statistical models in 2 dimensions [22]. In the case at

hand, the relevant statistical model is the six-vertex model and the three-point function

turns out to correspond to the partition function with domain wall boundary conditions

(DWBC) along the the hexagonal boundary depicted in figure 1.1.

2

If all angles are assumed

to be 90

�
, there is a negative curvature defect with excess angle ⇡ in the bulk.

The advantage of the six-vertex expression is that it makes manifest an extra symmetry

of the problem, which is the invariance of the partition function under a 90

�
rotation. In the

original spin-chain formulation, this cannot be seen easily as it corresponds to the exchange

of the quantum space and the auxiliary space. Intriguingly, this symmetry is reminiscent

of the mirror transformation employed in the non-perturbative approaches and we thereby

2The DWBC has been first defined on a rectangle by Korepin [51]. More generally, one can define them

for any boundary consisting of 2n segments. The lattice with such a boundary has a curvature defect with

excess angle (n � 2)⇡. The case n = 1 was recently considered by Betea, Wheeler and P. Zinn-Justin in

[52].

– 3 –

generic su(2) three point function: 
six vertex partition function on a lattice 
with a conical defect
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where H
1

is a Hilbert space of a string and can be expanded in the sum of creation/annihilation operators
as follows [2] (the fermionic part is suppressed):

�(p(�)) ⇠
X

~

N

A
~

N

(p+)
1Y

n=�1
 
Nn(pn). (7)

Here A
~

N

(p+) is an operator which creates (p+ < 0) or annihilates (p+ > 0) string with set of excitations

given by the occupation vector ~N (each component of ~N indicates the excitation level of corresponding
string mode) and  

Nn(pn) is just a harmonic oscillator wave-function in momentum representation with
the excitation level N

n

, p
n

- Fourier modes in expansion of p(�).
The Hamiltonian of SFT can be expanded in coupling constant g

s

:

H = H
2

+ g
s

H
3

+ g2
s

H
4

+ ..., (8)

where H
2

is a free string field theory Hamiltonian and in terms of field operator � has the form [2]:

H
2

⇠
Z

p+dp+D8(p(�))D8(�(�))�†h�, (9)

where p(�) and �(�) are momentum density for bosonic and fermionic sector respectively and h is a free
string theory hamiltonian.

The first correction to the hamiltonian H
3

is nothing but three-point string vertex (Fig. 1) and its
matrix element gives a string scattering amplitude A(1, 2, 3) = h3|H

3

|1i|2i.

Figure 1: Three-point string vertex (cross denotes interaction point).

The expression forH
3

was worked out in [2], [5], [6], [7]. The main principle used there was imposing the
constrains on the corrected operators to satisfy the supersymmetry algebra of the theory. All the generators
of the superalgebra can be divided in two groups: kinematical generators and dynamical generators. The
kinematical generators are those which symmetry are not a↵ected by adding to the action terms of higher
orders in g

s

and thus stay the same in any order of theory, the dynamical generators are those which
symmetry are a↵ected and corrections to these generators can be evaluated imposing constrains to satisfy
the superalgebra. According to this all the constrains can be divided in two groups: kinematical constrains
which are commutation relations of dynamical generators with kinematical, and dynamical constrains
- commutation relations of dynamical generators between each other. In the light-cone formalism the
bosonic charges read as P� = H, P+, P I , J+I , J ij, J i

0
j

0
[8]. H, P+, P I generate translations, J+I

generate rotations in planes (x�, xi) and the last two generators are angular momentum generators of the
symmetry SO(4) ⇥ SO(4). The supersymmetries are generated by Q+, Q̄+, Q�, Q̄� [8]. Among these
generators

P+, P i, J+i, J ij, J i

0
j

0
, Q+, Q̄+ (10)

are kinematical generators and

H,Q�, Q̄� (11)

2

The string vertex (strings in the pp-wave limit) 

Simple configuration at strong coupling: near-extremal configuration with one string of length J3 
spliting into two strings of length J1 and J2 with J3 =J1 +J2  

with transverse excitations with polarizations j =1,...,8

BMN excitations:  (dilute gas of magnons with momentum ~1/L)
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modes (massive bosons/fermions): 
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the S matrix in the BMN limit is trivial: 
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[Spradlin, Volovich, 02-03; Dobashi, Yoneya, Shimada, 04;... ]
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where H
1

is a Hilbert space of a string and can be expanded in the sum of creation/annihilation operators
as follows [2] (the fermionic part is suppressed):
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Nn(pn). (7)

Here A
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(p+) is an operator which creates (p+ < 0) or annihilates (p+ > 0) string with set of excitations

given by the occupation vector ~N (each component of ~N indicates the excitation level of corresponding
string mode) and  

Nn(pn) is just a harmonic oscillator wave-function in momentum representation with
the excitation level N

n

, p
n

- Fourier modes in expansion of p(�).
The Hamiltonian of SFT can be expanded in coupling constant g

s

:

H = H
2

+ g
s

H
3

+ g2
s

H
4

+ ..., (8)

where H
2

is a free string field theory Hamiltonian and in terms of field operator � has the form [2]:

H
2

⇠
Z

p+dp+D8(p(�))D8(�(�))�†h�, (9)

where p(�) and �(�) are momentum density for bosonic and fermionic sector respectively and h is a free
string theory hamiltonian.

The first correction to the hamiltonian H
3

is nothing but three-point string vertex (Fig. 1) and its
matrix element gives a string scattering amplitude A(1, 2, 3) = h3|H

3

|1i|2i.

Figure 1: Three-point string vertex (cross denotes interaction point).

The expression forH
3

was worked out in [2], [5], [6], [7]. The main principle used there was imposing the
constrains on the corrected operators to satisfy the supersymmetry algebra of the theory. All the generators
of the superalgebra can be divided in two groups: kinematical generators and dynamical generators. The
kinematical generators are those which symmetry are not a↵ected by adding to the action terms of higher
orders in g

s

and thus stay the same in any order of theory, the dynamical generators are those which
symmetry are a↵ected and corrections to these generators can be evaluated imposing constrains to satisfy
the superalgebra. According to this all the constrains can be divided in two groups: kinematical constrains
which are commutation relations of dynamical generators with kinematical, and dynamical constrains
- commutation relations of dynamical generators between each other. In the light-cone formalism the
bosonic charges read as P� = H, P+, P I , J+I , J ij, J i

0
j

0
[8]. H, P+, P I generate translations, J+I

generate rotations in planes (x�, xi) and the last two generators are angular momentum generators of the
symmetry SO(4) ⇥ SO(4). The supersymmetries are generated by Q+, Q̄+, Q�, Q̄� [8]. Among these
generators

P+, P i, J+i, J ij, J i

0
j

0
, Q+, Q̄+ (10)

are kinematical generators and

H,Q�, Q̄� (11)

2

The string vertex (strings in the pp-wave limit) 
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and P is a polynomial in the creation/annihilation operators.
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comparison with the computation at weak coupling in the BMN limit: agreement at the leading
order; disagreement at one loop [Schulgin, Zayakin, 13]
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and P is a polynomial in the creation/annihilation operators.

E = J +
X

k

r

1 +
⇡�n2

k

L2

a(s)j†
n

creates excitation with momentum p = 2⇡n

Js
in the s-th string

C
123

= f(�
1

,�
2

�
3

)h1|h2|h3|V
123

i
C

123

= f(�
1

,�
2

�
3

)h1|h2|h3|V
3

i

↵j

n

=
1p
2

(aj

|n| � i sign(n)aj

�|n|)

EAB =  A† B , A, B = 1, . . . , 8

 † =

0

@
ai†

bj

ck†

1

A , i, j = 1, 2, k = 1, . . . , 4

 =
�

ai , �bj† , ck

�

|V
12

i = exp
L12X

s=1

�
ai(1)†

s

ai(2)†
s

� bj(1)†
s

bj(2)†
s

+ ck(1)†
s

ck(2)†
s

�|0i
1

⌦ |0i
2

 A(1)†
s

|V
12

i '  A(2)

s

|V
12

i
ai(1)†

s

|V
12

i = ai(2)

s

|V
12

i

EAB(1)

s

|V
12

i = � eEAB(2)

s

|V
12

i

eEAB(2)

s

' �EBA(2)

s

|↵i
1

=
2

he↵|V
12

i

20

string vertex state:

Thursday, August 27, 15



The spin vertex 

A structure similar to the string vertex can be built at weak coupling, too 
         [Alday, David, Gava, Narain, 05; Y. Jiang, I. Kostov, A. Petrovskii, D.S., 14

Y. Kazama, S. Komatsu, T. Nishimura 14-15]

where E
AB(k)

s are the generators of psu(2, 2|4) at site s on chain (k). The invariant |V
12

i
enters the expression of the two point function as

hO
2

(y)O
1

(x)i = hV
12

| ei(L+
1 x+L+

2 y)|O
2

i ⌦ |O
1

i . (1.7)

with L+

k generators in the oscillator representation associated to the momentum operator.

Figure 1. The two point correlation function and |V12i

Figure 2. The three point correlation function and |V123i

The same strategy can be used to reformulate the three point function,

hO
2

(y)O
3

(z)O
1

(x)i = hV
123

| ei(L+
1 x+L+

2 y+L+
3 z)|O

2

i ⌦ |O
3

i ⌦ |O
1

i , (1.8)

using the three-point invariant |V
123

i defined, at tree level, as

|V
123

i = |V
12

i ⌦ |V
13

i ⌦ |V
32

i . (1.9)

The objects entering the correlation functions are schematically depicted in figures 1 and

2. Such an interpretation of the correlation functions is close in spirit to the construction

in [44]2, but it is also heavily inspired from the ideas in string field theory, where the object

similar to |V
123

i is the string vertex [45–51].

Compared to the previous works, the step forward we take here is to reformulate the

local symmetry (1.6) as a non-local symmetry realized by the Yangian. Of course, our

aim is to reformulate the symmetry conditions for the three point functions at arbitrary

2We thank S. Komatsu for bringing this paper to our attention.
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At tree level the spin vertex mimics the planar Wick contractions 

                                                    combining incoming states into singlets

Figure 5. Two ways of computing the two point function

and how to flip the operator |O2i to | ¯O2i.

3.2.1 Characterizing the flipped operator

¯O
One of the basic property of the vertex is that it transforms an outgoing state into a

incoming one (or vice versa),

(1)hO| = hV
12

|�(1)| ¯Oi(2) , (3.13)

the two states hO| and | ¯Oi corresponding to two di↵erent but related operators O and

¯O.

In this section, we are going to show how to obtain the operator

¯O once O is given. In this

way we are relating the two di↵erent way of computing the two point functions illustrated

in figure 5.

Due to the large degeneracy of trace states at tree level, one prefers to use a pre-

diagonalization and use as basis of states the eigenstates of the one-loop dilatation operator,

which is conveniently given by (nested) algebraic Bethe ansatz. Suppose that we have built

the one-loop Lax matrix

L
s

(u) = u� i/2� i(�1)

|A|EAB

0

EBA

s

. (3.14)

where the generators in the auxiliary space EAB

0,d

belong to the defining (4|4 dimensional)

representation of psu(2, 2|4) and EAB

s

are the generators in the actual physical represen-

tation, e.g. the oscillators representation. Using the property (3.12) of the vertex it is

straightforward to show that

L(1)

(u)|V
12

i = �L(2)

(�u)|V
12

i . (3.15)

Since the vertex carries the physical representation and its dual, one could interpret the

above relation as the crossing relation. This point can be made more explicit by using

the set of generators

¯EAB

defined in (2.12) which act naturally in the dual representation.

The change of sign in the Lax matrix can be absorbed in the normalization, and we will

tacitly assume in the following that we have done so. Let us now consider the monodromy

matrices of the two chains

T (1)

(u) = L
(1)

1

(u) . . . L
(1)

L

(u) , T (2)

(u) = L
(2)

L

(u) . . . L
(2)

1

(u) (3.16)
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Constructing the singlet states
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a is a state in a particular lowest weight module V+ of psu(2,2|4) 
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a = Z, X, Y, Z̄, X̄, Ȳ + fermions, derivatives, etc
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since psu(2,2|4) is non-compact    should be in the highest weight module V- of  dual to V+

R
01

(u)R
02

(u � ic)|V
12

i ⇠ |V
12

i . (74)

⌦
1

(u)⌦
2

(u)⌦
3

(u) = 1 (75)

|V
123

i ⇠ |H
1

i ⌦ |H
2

i

hO
1

(x)O
2

(y)O
3

(z)i =
C

123

|x � y|�1+�2��3 |x � z|�1+�3��2 |y � z|�2+�3��1
(76)

O
↵

(x) , ↵ = 1, 2, 3

{u
i,↵

=
1

2
cot

p
i,↵

2

r
1 + 16g2 sin2

p
i,↵

2
}

�
↵

= L
↵

� M
↵

+
M↵X

i=1

r
1 + 16g2 sin2

p
i,↵

2

g
↵

= e⇣
A
↵ J

A

hZ̄(x)Z(y)i ⇠ 1

|x � y|2

hX̄(x)X(y)i ⇠ 1

|x � y|2

{Q↵

a

(u; u
i,↵

) , a = 1, . . . 8}

log C
123

(g) '
I

C(12|3)

du

2⇡
Li

2

�
eip

(1)
(u)+ip

(2)
(u)�ip

(3)
(u)

�

+

I

C(13|2)

du

2⇡
Li

2

�
eip

(3)
(u)+ip

(1)
(u)�ip

(2)
(u)

�� 1

2

3X

a=1

Z

C(a)

dz

2⇡
Li

2

�
e2ip

(a)
(z)

�
. (77)
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ā

References

23

- Build V+  and V- via the oscillator representation (spin chain language) [Bars, Gunaydin, 83,...]
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The oscillator representation 

u(2,2|4) generators (spin chain)

with [·, ·] meaning commutator or anti-commutator, depending on the grading of the gen-

erators, and the grading is |A| = 0, 1 for bosonic and fermionic indices respectively. The

non-compact form u(2, 2|4) can be obtained after a particle-hole transformation for one

group of bosonic oscillators, say b,

EAB = EAB
compact

(b ! �b†, b† ! b) . (2.5)

The commutation relations (2.4) are preserved by the particle-hole transformation, but the

Hermitian conjugate of the generators are now

EAB† = � EBA� , � = diag(1
2

,�1
2

, 1
4

) . (2.6)

Sometimes, for the sake of symmetry, it is convenient to perform also a particle-hole trans-

formation of the fermionic oscillators

di = c†
i+2

, d†
i = ci+2

i = 1, 2 . (2.7)

Unlike the bosonic particle-hole transformation, the fermionic one is unitary and therefore

it does not change the real form of the algebra. We will use alternatively the two notations.

The Lie-algebra generators are expressed in terms of these oscillators as

EAB =  ̄A B , (2.8)

with

 = ( ai �b†
i ci d†

i ),  ̄ =  †� = ( a†
i bi c†

i di ). (2.9)

The projective condition in psu(2, 2|4) is obtained by imposing that the identity generatorP
A EAA =  ̄ , a central charge of the algebra, is zero,
X

A

EAA =
X

i=1,2

(Nai � Nbi + Nci + Nci+2 � 1) =
X

i=1,2

(Nai � Nbi + Nci � Ndi) = 0 ,

(2.10)
where Na, Nb, Nc, Nd are the number of the respective types of bosons and fermions in

the two types of representations. The above condition selects two types of modules, lowest

weight V
+

and highest weight V�, built upon two vacua |0i and |0̄i respectively, dual to

each other

|0i = |0iB ⌦ |0iF , |0̄i = |0̄iB ⌦ |0̄iF , (2.11)

(ai, bi, ci, di)|0i = 0 , (a†
i , b†

i , c†
i , d†

i )|0̄i = 0 , i = 1, 2 .

It is worth mentioning that the particle-hole transformation (ai, bi, ci, di) ! (�a†
i ,�b†

i , c†
i , d†

i )

and (a†
i , b†

i , c†
i , d†

i ) ! (ai, bi, ci, di) helps defining another copy of the psu(2, 2|4) generators

that act naturally in the dual module V� and which are the particle-hole transformed of

the generators (2.8). The new generators can be shown to be equal to

ĒAB = �(�1)|B| A ̄B = �(�1)|B|+|A||B|EBA � (�1)|B|�BA

= �(EAB + (�1)|B|�BA)t , (2.12)

– 8 –

emphasizing the maximally compact subalgebra su(2) x su(2) x u(1) x su(4)

The structure of the paper is as follows: in section 2 we are reviewing the oscillator

representation for the tree level psu(2, 2|4) algebra, as well as the ADGN approach to

computing the correlation functions using the Fock space representation and the vertex.

In section 3 we construct the spin vertex at tree level and we characterize its properties, in

particular how it flips outgoing states into incoming states. The subsection 3.2.2 shows how

to reduce the computation of correlation functions in the so(6) sector to overlaps, and how

to retrieve the results obtains by EGSV [21]. In section 4 we formulate the monodromy

condition and verify that it is satisfied for the auxiliary space in the defining representation.

We end with conclusions and some comments about the extension of the results at higher

loops.

Note: We acknowledge that a part of the subjects discussed in this paper is also

investigated independently in the paper by Y. Kazama, S. Komatsu and T. Nishimura

[53]. Partial results of the two groups were presented at the APCTP workshop in Pohang

[54, 55].

2 Oscillator representation and the free N = 4 SYM

In determining the spectrum, the spin chain representation of the dilation operator was

very important. This representation can be easily understood using the oscillator repre-

sentation of the algebra psu(2, 2|4) [56–58]. The oscillator representation, valid for the free

field theory, is a good starting point for setting up the perturbation theory. The same

representation is also useful in computing the correlation functions, since our aim is to

reduce the computation of structure constants to the evaluation of overlaps of wave func-

tions of the spin chains. In this section we are reviewing the link between the oscillator

representation of psu(2, 2|4) and the standard unitary presentation of the super-conformal

group, link which is explained at length in the reference [43]. We refer to this article for

further details.

Let us first discuss the oscillator representation of the compact version of psu(2, 2|4),

psu(4|4). It uses four copies of bosonic oscillators, ai, bi, i = 1, 2 and four copies of fermionic

oscillators, ck, k = 1, . . . , 4,

[ai, a†
j ] = �ij , [bi, b†

j ] = �ij , {ck, c†
l } = �kl , i, j = 1, 2 , k, l = 1, . . . , 4 . (2.1)

We organize the oscillators in a eight-dimensional vector

� = ( ai bi ck ) (2.2)

such that the generators of u(4|4) can be written as

EAB
compact

= �A†�B with EAB†
compact

= EBA
compact

. (2.3)

It is straightforward to check that they satisfy the commutation relations of the u(4|4)

algebra,

[EAB, ECD] = �BCEAD � (�1)(|A|+|B|)(|C|+|D|)�ADECB , (2.4)

– 7 –

with [·, ·] meaning commutator or anti-commutator, depending on the grading of the gen-

erators, and the grading is |A| = 0, 1 for bosonic and fermionic indices respectively. The

non-compact form u(2, 2|4) can be obtained after a particle-hole transformation for one

group of bosonic oscillators, say b,

EAB = EAB
compact

(b ! �b†, b† ! b) . (2.5)

The commutation relations (2.4) are preserved by the particle-hole transformation, but the

Hermitian conjugate of the generators are now

EAB† = � EBA� , � = diag(1
2

,�1
2

, 1
4

) . (2.6)

Sometimes, for the sake of symmetry, it is convenient to perform also a particle-hole trans-

formation of the fermionic oscillators

di = c†
i+2

, d†
i = ci+2

i = 1, 2 . (2.7)

Unlike the bosonic particle-hole transformation, the fermionic one is unitary and therefore

it does not change the real form of the algebra. We will use alternatively the two notations.

The Lie-algebra generators are expressed in terms of these oscillators as

EAB =  ̄A B , (2.8)

with

 = ( ai �b†
i ci d†

i ),  ̄ =  †� = ( a†
i bi c†

i di ). (2.9)

The projective condition in psu(2, 2|4) is obtained by imposing that the identity generatorP
A EAA =  ̄ , a central charge of the algebra, is zero,
X

A

EAA =
X

i=1,2

(Nai � Nbi + Nci + Nci+2 � 1) =
X

i=1,2

(Nai � Nbi + Nci � Ndi) = 0 ,

(2.10)
where Na, Nb, Nc, Nd are the number of the respective types of bosons and fermions in

the two types of representations. The above condition selects two types of modules, lowest

weight V
+

and highest weight V�, built upon two vacua |0i and |0̄i respectively, dual to

each other

|0i = |0iB ⌦ |0iF , |0̄i = |0̄iB ⌦ |0̄iF , (2.11)

(ai, bi, ci, di)|0i = 0 , (a†
i , b†

i , c†
i , d†

i )|0̄i = 0 , i = 1, 2 .

It is worth mentioning that the particle-hole transformation (ai, bi, ci, di) ! (�a†
i ,�b†

i , c†
i , d†

i )

and (a†
i , b†

i , c†
i , d†

i ) ! (ai, bi, ci, di) helps defining another copy of the psu(2, 2|4) generators

that act naturally in the dual module V� and which are the particle-hole transformed of

the generators (2.8). The new generators can be shown to be equal to

ĒAB = �(�1)|B| A ̄B = �(�1)|B|+|A||B|EBA � (�1)|B|�BA

= �(EAB + (�1)|B|�BA)t , (2.12)
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The spin vertex 

• “D-scheme” [Kazama, Komatsu, Nishimura, 15]:  the action of the conformal group is 
manifest

there exists a non-unitary (Wick-like) rotation U which transforms a direction of positive signature (5) 
into one of negative (0) signature and viceversa
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where the index t stands for the super transposition.

Let us now concentrate on the conformal subalgebra in four dimensions so(2, 4) '
su(2, 2). In the above oscillator representation, there is a natural grading with respect to

the maximal compact subalgebra u(1) ⌦ su(2) ⌦ su(2). The grading is given by the value

of the u(1) generator E

[E, L±] = ±L± , [E, L0] = 0 .

In other words, the generators L0 from the maximal compact subgroup preserve the number

of bosons, while L± increase or decrease the number of bosons by 2. We are going to use

later the explicit representation of these operators in terms of oscillators,

E = 1 + 1

2

(Na + Nb) = 1

2

(a†a + bb†) , (2.13)

L+

µ = �a†�̄µb† , L�
µ = b�µa , (2.14)

with �µ = (�1,~�), and �̄µ = (�1,�~�) and summation over indices of the bosonic operators

is understood. For the R charge sector, the generators are those of the su(4) algebra

Rkl = c†
kcl � 1

4
�kl c†c . (2.15)

We will now identify the above generators with the standard presentation of the con-

formal group, which is the group of rotations in a six-dimension space with signature

⌘P Q = diag(� + + + +�). We adopt the same convention as in [43] and call the di-

rections in the six-dimensional space P, Q = 0, 1, 2, 3, 5, 6, with the first four directions

corresponding to the Minkovski space, µ, ⌫ = 0, 1, 2, 3 . The commutation relation are

[MP Q, MRS ] = i(⌘QRMP S � ⌘P RMQS � ⌘QSMP R + ⌘P SMQR) , (2.16)

and the identification of the generators for translations Pµ, special conformal transforma-

tions Kµ and dilatation D is made as

Pµ = Mµ6

+ Mµ5

, Kµ = Mµ6

� Mµ5

, D = �M
56

. (2.17)

On the other hand, the u(1) generator in the oscillator representation E is given by

E = M
06

= 1

2

(P
0

+ K
0

) . (2.18)

The authors of [43] suggested that the oscillator representation and the standard represen-

tation above can be related by a transformation which exchanges the two directions with

opposite signature 0 and 5, that is a rotation with an imaginary angle �i⇡/2 in the plane

05,

U = exp�⇡

2
M

05

= exp�⇡

4
(P

0

� K
0

) , (2.19)

and its action translates into

U�1KµU = L�
µ , U�1PµU = L+

µ , U�1DU = iE , (2.20)
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[Alday, David, Gava, Narain, 05; Govil, Günaydin, 13]

at tree level: 

L+

0

� L�
0

= U�1(P
0

�K
0

)U = P
0

�K
0

, (2.21)

which helps make contact between rotated and unrotated representations. The transforma-

tion implemented by U is similar to the so-called mirror transformation in two-dimensional

field theories, including the AdS/CFT sigma model. From the space-time interpretation,

it is obvious that this transformation should obey U4 = 1 except on spinors, and that U2

is a kind of PT transformation which changes the sign of both 0 and 5 coordinates,

U�2DU2 = �D , U�2EU2 = �E . (2.22)

This relation is purely algebraic and it holds at any loop level, as it can be seen putting

Ut = exp
t

2
(P

0

�K
0

) , Dt = U�1

t DUt , Et = U�1

t EUt .

Taking the derivative with respect to t and using E = 1

2

(P
0

+ K
0

) and D = i
2

[P
0

, K
0

] and

the commutation relations of the conformal algebra, we get @tEt = iDt and @tDt = iEt,

which is solved by

Dt = D cos t + iE sin t , Et = E cos t + iD sin t . (2.23)

At tree level, the oscillator representation of the hermitian operator U is

U = exp�⇡

4

X

i=1,2

(a†
i b

†
i + aibi) , U † = U . (2.24)

By inspection, using the oscillator representation, we find that

U2L+

µ U�2 = �b�̄µa , U2L�
µ U�2 = a†�µb† , or (2.25)

U2L±
0

U�2 = �L⌥
0

, U2L±
mU�2 = L⌥

m ,

U2P
0

U�2 = �K
0

, U2PmU�2 = Km .

These relations can be derived using the action of the operator U on the oscillators, in

particular

U2aU�2 = b† , U2a†U�2 = �b , U2b U�2 = a† , U2b†U�2 = �a . (2.26)

From here we conclude also that the transformation U2 sends the bosonic Fock vacuum

|0iB into the dual vacuum |0̄iB,

|0̄iB = U2|0iB , a†, b†|0̄iB = 0 , (2.27)

therefore mapping the lowest weight module V
+

to the highest weight one V� and back,

V
+

U2 ! V� . (2.28)

Given the relation (2.22), we may conclude that the positive energy states belong to V
+

and

the negative energy ones belong to V�, where the term of energy refers to the eigenvalues

of the operater E. We note from the relations (2.26) that

U�4x U4 = �x, x = ai, a†
i , bi, b†

i , (2.29)
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The U2 transformation 

the operator U2  realizes a PT transformation (changes the sign of x0 and x5)

transforms positive energy state into negative energy states

L+

0

� L�
0

= U�1(P
0

�K
0

)U = P
0

�K
0

, (2.21)

which helps make contact between rotated and unrotated representations. The transforma-

tion implemented by U is similar to the so-called mirror transformation in two-dimensional

field theories, including the AdS/CFT sigma model. From the space-time interpretation,

it is obvious that this transformation should obey U4 = 1 except on spinors, and that U2

is a kind of PT transformation which changes the sign of both 0 and 5 coordinates,

U�2DU2 = �D , U�2EU2 = �E . (2.22)

This relation is purely algebraic and it holds at any loop level, as it can be seen putting

Ut = exp
t

2
(P

0

�K
0

) , Dt = U�1

t DUt , Et = U�1

t EUt .

Taking the derivative with respect to t and using E = 1

2

(P
0

+ K
0

) and D = i
2

[P
0

, K
0

] and

the commutation relations of the conformal algebra, we get @tEt = iDt and @tDt = iEt,

which is solved by

Dt = D cos t + iE sin t , Et = E cos t + iD sin t . (2.23)

At tree level, the oscillator representation of the hermitian operator U is

U = exp�⇡

4

X

i=1,2

(a†
i b

†
i + aibi) , U † = U . (2.24)

By inspection, using the oscillator representation, we find that

U2L+

µ U�2 = �b�̄µa , U2L�
µ U�2 = a†�µb† , or (2.25)

U2L±
0

U�2 = �L⌥
0

, U2L±
mU�2 = L⌥

m ,

U2P
0

U�2 = �K
0

, U2PmU�2 = Km .

These relations can be derived using the action of the operator U on the oscillators, in

particular

U2aU�2 = b† , U2a†U�2 = �b , U2b U�2 = a† , U2b†U�2 = �a . (2.26)

From here we conclude also that the transformation U2 sends the bosonic Fock vacuum

|0iB into the dual vacuum |0̄iB,

|0̄iB = U2|0iB , a†, b†|0̄iB = 0 , (2.27)

therefore mapping the lowest weight module V
+

to the highest weight one V� and back,

V
+

U2 ! V� . (2.28)

Given the relation (2.22), we may conclude that the positive energy states belong to V
+

and

the negative energy ones belong to V�, where the term of energy refers to the eigenvalues

of the operater E. We note from the relations (2.26) that

U�4x U4 = �x, x = ai, a†
i , bi, b†

i , (2.29)
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all loop property

• positive energy (lowest weight) module V+ : built on the oscillator vacuum 

with [·, ·] meaning commutator or anti-commutator, depending on the grading of the gen-

erators, and the grading is |A| = 0, 1 for bosonic and fermionic indices respectively. The

non-compact form u(2, 2|4) can be obtained after a particle-hole transformation for one

group of bosonic oscillators, say b,

EAB = EAB
compact

(b ! �b†, b† ! b) . (2.5)

The commutation relations (2.4) are preserved by the particle-hole transformation, but the

Hermitian conjugate of the generators are now

EAB† = � EBA� , � = diag(1
2

,�1
2

, 1
4

) . (2.6)

Sometimes, for the sake of symmetry, it is convenient to perform also a particle-hole trans-

formation of the fermionic oscillators

di = c†
i+2

, d†
i = ci+2

i = 1, 2 . (2.7)

Unlike the bosonic particle-hole transformation, the fermionic one is unitary and therefore

it does not change the real form of the algebra. We will use alternatively the two notations.

The Lie-algebra generators are expressed in terms of these oscillators as

EAB =  ̄A B , (2.8)

with

 = ( ai �b†
i ci d†

i ),  ̄ =  †� = ( a†
i bi c†

i di ). (2.9)

The projective condition in psu(2, 2|4) is obtained by imposing that the identity generatorP
A EAA =  ̄ , a central charge of the algebra, is zero,
X

A

EAA =
X

i=1,2

(Nai � Nbi + Nci + Nci+2 � 1) =
X

i=1,2

(Nai � Nbi + Nci � Ndi) = 0 ,

(2.10)
where Na, Nb, Nc, Nd are the number of the respective types of bosons and fermions in

the two types of representations. The above condition selects two types of modules, lowest

weight V
+

and highest weight V�, built upon two vacua |0i and |0̄i respectively, dual to

each other

|0i = |0iB ⌦ |0iF , |0̄i = |0̄iB ⌦ |0̄iF , (2.11)

(ai, bi, ci, di)|0i = 0 , (a†
i , b†

i , c†
i , d†

i )|0̄i = 0 , i = 1, 2 .

It is worth mentioning that the particle-hole transformation (ai, bi, ci, di) ! (�a†
i ,�b†

i , c†
i , d†

i )

and (a†
i , b†

i , c†
i , d†

i ) ! (ai, bi, ci, di) helps defining another copy of the psu(2, 2|4) generators

that act naturally in the dual module V� and which are the particle-hole transformed of

the generators (2.8). The new generators can be shown to be equal to

ĒAB = �(�1)|B| A ̄B = �(�1)|B|+|A||B|EBA � (�1)|B|�BA

= �(EAB + (�1)|B|�BA)t , (2.12)
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with [·, ·] meaning commutator or anti-commutator, depending on the grading of the gen-

erators, and the grading is |A| = 0, 1 for bosonic and fermionic indices respectively. The
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with
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and highest weight V�, built upon two vacua |0i and |0̄i respectively, dual to
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• negative energy (highest weight) module V- : built on the dual vacuum 

with [·, ·] meaning commutator or anti-commutator, depending on the grading of the gen-

erators, and the grading is |A| = 0, 1 for bosonic and fermionic indices respectively. The

non-compact form u(2, 2|4) can be obtained after a particle-hole transformation for one

group of bosonic oscillators, say b,

EAB = EAB
compact

(b ! �b†, b† ! b) . (2.5)

The commutation relations (2.4) are preserved by the particle-hole transformation, but the

Hermitian conjugate of the generators are now

EAB† = � EBA� , � = diag(1
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4

) . (2.6)

Sometimes, for the sake of symmetry, it is convenient to perform also a particle-hole trans-

formation of the fermionic oscillators

di = c†
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, d†
i = ci+2

i = 1, 2 . (2.7)

Unlike the bosonic particle-hole transformation, the fermionic one is unitary and therefore

it does not change the real form of the algebra. We will use alternatively the two notations.

The Lie-algebra generators are expressed in terms of these oscillators as

EAB =  ̄A B , (2.8)

with

 = ( ai �b†
i ci d†

i ),  ̄ =  †� = ( a†
i bi c†

i di ). (2.9)

The projective condition in psu(2, 2|4) is obtained by imposing that the identity generatorP
A EAA =  ̄ , a central charge of the algebra, is zero,
X

A

EAA =
X

i=1,2

(Nai � Nbi + Nci + Nci+2 � 1) =
X

i=1,2

(Nai � Nbi + Nci � Ndi) = 0 ,

(2.10)
where Na, Nb, Nc, Nd are the number of the respective types of bosons and fermions in

the two types of representations. The above condition selects two types of modules, lowest

weight V
+

and highest weight V�, built upon two vacua |0i and |0̄i respectively, dual to

each other

|0i = |0iB ⌦ |0iF , |0̄i = |0̄iB ⌦ |0̄iF , (2.11)

(ai, bi, ci, di)|0i = 0 , (a†
i , b†

i , c†
i , d†

i )|0̄i = 0 , i = 1, 2 .

It is worth mentioning that the particle-hole transformation (ai, bi, ci, di) ! (�a†
i ,�b†

i , c†
i , d†

i )

and (a†
i , b†

i , c†
i , d†

i ) ! (ai, bi, ci, di) helps defining another copy of the psu(2, 2|4) generators

that act naturally in the dual module V� and which are the particle-hole transformed of

the generators (2.8). The new generators can be shown to be equal to

ĒAB = �(�1)|B| A ̄B = �(�1)|B|+|A||B|EBA � (�1)|B|�BA

= �(EAB + (�1)|B|�BA)t , (2.12)
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L+

0

� L�
0

= U�1(P
0

�K
0

)U = P
0

�K
0

, (2.21)

which helps make contact between rotated and unrotated representations. The transforma-

tion implemented by U is similar to the so-called mirror transformation in two-dimensional

field theories, including the AdS/CFT sigma model. From the space-time interpretation,

it is obvious that this transformation should obey U4 = 1 except on spinors, and that U2

is a kind of PT transformation which changes the sign of both 0 and 5 coordinates,

U�2DU2 = �D , U�2EU2 = �E . (2.22)

This relation is purely algebraic and it holds at any loop level, as it can be seen putting

Ut = exp
t

2
(P

0

�K
0

) , Dt = U�1

t DUt , Et = U�1

t EUt .

Taking the derivative with respect to t and using E = 1

2

(P
0

+ K
0

) and D = i
2

[P
0

, K
0

] and

the commutation relations of the conformal algebra, we get @tEt = iDt and @tDt = iEt,

which is solved by

Dt = D cos t + iE sin t , Et = E cos t + iD sin t . (2.23)

At tree level, the oscillator representation of the hermitian operator U is

U = exp�⇡

4

X

i=1,2

(a†
i b

†
i + aibi) , U † = U . (2.24)

By inspection, using the oscillator representation, we find that

U2L+

µ U�2 = �b�̄µa , U2L�
µ U�2 = a†�µb† , or (2.25)

U2L±
0

U�2 = �L⌥
0

, U2L±
mU�2 = L⌥

m ,

U2P
0

U�2 = �K
0

, U2PmU�2 = Km .

These relations can be derived using the action of the operator U on the oscillators, in

particular

U2aU�2 = b† , U2a†U�2 = �b , U2b U�2 = a† , U2b†U�2 = �a . (2.26)

From here we conclude also that the transformation U2 sends the bosonic Fock vacuum

|0iB into the dual vacuum |0̄iB,

|0̄iB = U2|0iB , a†, b†|0̄iB = 0 , (2.27)

therefore mapping the lowest weight module V
+

to the highest weight one V� and back,

V
+

U2 ! V� . (2.28)

Given the relation (2.22), we may conclude that the positive energy states belong to V
+

and

the negative energy ones belong to V�, where the term of energy refers to the eigenvalues

of the operater E. We note from the relations (2.26) that

U�4x U4 = �x, x = ai, a†
i , bi, b†

i , (2.29)
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bosonic particle-hole transformation implemented by U2

necessary to construct the psu(2,2|4) singlets
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Two-point function and the “vertex” 

Figure 5. Two ways of computing the two point function
and how to flip the operator |O2i to |Ō2i.

3.2.1 Characterizing the flipped operator Ō

One of the basic property of the vertex is that it transforms an outgoing state into a

incoming one (or vice versa),

(1)hO| = hV
12

|�(1)|Ōi(2) , (3.13)

the two states hO| and |Ōi corresponding to two di↵erent but related operators O and Ō.

In this section, we are going to show how to obtain the operator Ō once O is given. In this

way we are relating the two di↵erent way of computing the two point functions illustrated

in figure 5.

Due to the large degeneracy of trace states at tree level, one prefers to use a pre-

diagonalization and use as basis of states the eigenstates of the one-loop dilatation operator,

which is conveniently given by (nested) algebraic Bethe ansatz. Suppose that we have built

the one-loop Lax matrix

Ls(u) = u � i/2 � i(�1)|A|EAB
0

EBA
s . (3.14)

where the generators in the auxiliary space EAB
0,d belong to the defining (4|4 dimensional)

representation of psu(2, 2|4) and EAB
s are the generators in the actual physical represen-

tation, e.g. the oscillators representation. Using the property (3.12) of the vertex it is

straightforward to show that

L(1)(u)|V
12

i = �L(2)(�u)|V
12

i . (3.15)

Since the vertex carries the physical representation and its dual, one could interpret the

above relation as the crossing relation. This point can be made more explicit by using

the set of generators ĒAB defined in (2.12) which act naturally in the dual representation.

The change of sign in the Lax matrix can be absorbed in the normalization, and we will

tacitly assume in the following that we have done so. Let us now consider the monodromy

matrices of the two chains

T (1)(u) = L
(1)

1

(u) . . . L
(1)

L (u) , T (2)(u) = L
(2)

L (u) . . . L
(2)

1

(u) (3.16)
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Flip the outgoing state into an incoming state

and pair the two states into the singlet          :

Operator-state correspondence (E-scheme):

while the radiative correction will introduce interaction between the string bits, or sites.

The space of conformal primary operators O(x) situated at x = 0 is selected by the

condition

KµO(0) = 0 . (2.37)

On the other hand, we have for the Fock vacuum |0i = |0i
1

⌦ · · ·⌦ |0iL
L�

µ |0i = 0 , hence KµU |0i = 0 . (2.38)

Similarly, following [43], we can relate the space of conformal primary operators with the

space of Fock states |Oi annihilated by the L�
µ operator,

L�
µ |Oi = 0 , ) KµU |Oi = 0 . (2.39)

Translating the operators to a di↵erent space-time point can be done with the help of the

momentum operator,

O(x) = eiP xO(0)e�iP x , (2.40)

with corresponding Fock space representative

eiP xU |Oi . (2.41)

For the operators O with definite conformal dimension � we have3

D U |Oi = i UE|Oi = i�U |Oi , (2.42)

so that

eiD ln⇤U |Oi = ⇤�� U |Oi . (2.43)

A similar identification holds between the bra states and the hermitian conjugates of the

operators,

O†(x)  ! hO|U †e�iP x = hO|U †e�iP x . (2.44)

This mapping was used by the authors of [43] to write the two point function in terms of

the Fock space representation,

hO†
2

(y)O
2

(x)i = hO
2

|U †eiP (x�y)U |O
1

i = hO
2

|U2eiL+
(x�y)|O

1

i . (2.45)

The authors of [43] also verified that if O is any elementary field, for example Z, the tree-

level representation of the operators in the Fock space gives the desired result of the Wick

contraction

hZ̄(x)Z(y)i = hZ|U2eiL+
(y�x)|Zi =

hZ|Zi
(x� y)2

=
1

(x� y)2

. (2.46)

3This equation might seem paradoxical, since the dilatation operator is hermitian and it should have real

eigenvalues. However, the state U |Oi has infinite norm and therefore i� does not belong to the spectrum.
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R
01

(u)R
01

(u)|V
11

i = f(u)|V
11

i

|V
11

i = |ZZ̄i + |XX̄i
Monodromy matrix of the vertex

T
12

(u) ⌘ t
12

(u)t
21

(u) = R
01

(u) . . . R
0L

(u)R
0L

(u) . . . R
01

(u)

T
123

(u) = t
13

(u)t
12

(u)t
21

(u)t
23

(u)t
32

(u)t
31

(u)

T
123

(u)|V
123

i = |V
123

i

hO
1

(x)O
2

(y)O
3

(z)i ⇠ hV
123

|O
1

i|O
2

i|O
3

i

hO
1

(x)O
2

(y)O
3

(z)i ⇠ hV
123

|O
1

i|O
2

i|O
3

i

⌘D

P Q

= diag(� + + + +�)

⌘E

P Q

= diag(+ + + + ��)

 = ( a
i

�b†
i

c
i

d†
i

),  ̄ = ( a†
i

b
i

c†
i

d
i

)

X

A

EAA =
X

i=1,2

(N
ai � N

bi + N
ci � N

di) = 0 (62) ccrestriction

�
↵

⌘ U a
↵

U�1 = a
↵

� b†
↵

, e�
↵̇

⌘ U b
↵

U�1 = b
↵

� a†
↵

,

µ
↵

⌘ U a†
↵

U�1 = a†
↵

+ b
↵

, eµ
↵̇

⌘ U b†
↵

U�1 = b†
↵

+ a
↵

X

a

|ai ⌦ |āi

|0i
D

= U |0i
E

D

h0|0i
D

= 1

hO†
2

(y)O
1

(x)i = hO
2

|U †eiP (x�y)U |O
1

i (63)
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|U †eiP (x�y)U |O
1

i (63)

hO†
2

(y)O
1

(x)i = hV
12

| ei[L

+
(1)x+L

+
(2)y] |Ō

2

i(2) ⌦ |O
1

i(1) , (64)

References

21

3.2.1 that the state |Ōi is the flipped state with respect to hO| in the sense of [21], being

di↵erent from |Oi. In this language, the two point function is

hO†
2

(y)O
1

(x)i = hV
12

| U†2

(1)

e
iL+

(1)(x�y) |Ō
2

i(2) ⌦ |O
1

i(1)

= hV
12

| e
iL+

(1)(x�y) |Ō
2

i(2) ⌦ |O
1

i(1)

= hV
12

| e
i[L+

(1)x+L+
(2)y] |Ō

2

i(2) ⌦ |O
1

i(1) , (2.52)

where U2 = U2U2

F and U†2 = U2U�2

F . In the second line we have introduced the state

hV
12

| ⌘ hV
12

| U†2

(1)

, |V
12

i 2 V ⌦L
� ⌦ V ⌦L

+

, (2.53)

and used the property which we will prove later

hV
12

| U†2

(1)

(L+

(1)

+ L+

(2)

) ⌘ hV
12

|(L+

(1)

+ L+

(2)

) = 0 . (2.54)

The state hV
12

|, or its conjugate |V
12

i, should play the role of the vacuum state, in the

sense that is has to carry the same quantum numbers as the vacuum. It is clear that |V
12

i
cannot be the tensor product of the Fock space vacua of the two chains. At tree level, |V

12

i
should provide the right Wick contractions between the elementary fields in O†

2

and O
1

. A

similar relation holds for the extremal three point function,

hO†
2

(y)O†
3

(z)O
1

(x)i
ext

=
ext

hV
123

| U†2

(1)

e
i[L+

(1)x+L+
(2)y+L+

(3)z]|Ō
2

i ⌦ |Ō
3

i ⌦ |O
1

i (2.55)

=
ext

hV
123

| e
i[L+

(1)x+L+
(2)y+L+

(3)z]|Ō
2

i ⌦ |Ō
3

i ⌦ |O
1

i ,

where the extremal vertex |V
123

i
ext

is built from two pieces connecting each the operators

O
2

and O
3

with O
1

,

|V
123

i
ext

= |V
12

i ⌦ |V
13

i . (2.56)

In this case, at tree level there are Wick contractions only between the operators 1 and 2

and 1 and 3 and there are no contractions between the operators 2 and 3. At this point

we are starting to see that in the vertex formulation the operators can be treated more

democratically,

hO
2

(y)O
3

(z)O
1

(x)i
ext

=
ext

hV
123

| e
i[L+

(1)x+L+
(2)y+L+

(3)z]|O
2

i ⌦ |O
3

i ⌦ |O
1

i . (2.57)

This helps to define the slightly more complicated case of a non-extremal three point

function, where the operators O
2

and O
3

are also connected by Wick contractions. At tree

level, we can split any of the operators Oi into pieces Oij which are contracted to pieces

Oji of operator Oj . At the level of the states we have 5

|O
1

i = |O
13

i ⌦ |O
12

i , (2.58)

|O
2

i = |O
21

i ⌦ |O
23

i ,

|O
3

i = |O
32

i ⌦ |O
31

i .

5The writing below is does not imply that the state associated to the operator 3 is a product, just that

it belongs to the tensor product of the Fock spaces denoted by 31 and 32.
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where the index t stands for the super transposition.

Let us now concentrate on the conformal subalgebra in four dimensions so(2, 4) '
su(2, 2). In the above oscillator representation, there is a natural grading with respect to

the maximal compact subalgebra u(1) ⌦ su(2) ⌦ su(2). The grading is given by the value

of the u(1) generator E

[E, L±] = ±L± , [E, L0] = 0 .

In other words, the generators L0 from the maximal compact subgroup preserve the number

of bosons, while L± increase or decrease the number of bosons by 2. We are going to use

later the explicit representation of these operators in terms of oscillators,

E = 1 + 1

2

(Na + Nb) = 1

2

(a†a + bb†) , (2.13)

L+

µ = �a†�̄µb† , L�
µ = b�µa , (2.14)

with �µ = (�1,~�), and �̄µ = (�1,�~�) and summation over indices of the bosonic operators

is understood. For the R charge sector, the generators are those of the su(4) algebra

Rkl = c†
kcl � 1

4
�kl c†c . (2.15)

We will now identify the above generators with the standard presentation of the con-

formal group, which is the group of rotations in a six-dimension space with signature

⌘P Q = diag(� + + + +�). We adopt the same convention as in [43] and call the di-

rections in the six-dimensional space P, Q = 0, 1, 2, 3, 5, 6, with the first four directions

corresponding to the Minkovski space, µ, ⌫ = 0, 1, 2, 3 . The commutation relation are

[MP Q, MRS ] = i(⌘QRMP S � ⌘P RMQS � ⌘QSMP R + ⌘P SMQR) , (2.16)

and the identification of the generators for translations Pµ, special conformal transforma-

tions Kµ and dilatation D is made as

Pµ = Mµ6

+ Mµ5

, Kµ = Mµ6

� Mµ5

, D = �M
56

. (2.17)

On the other hand, the u(1) generator in the oscillator representation E is given by

E = M
06

= 1

2

(P
0

+ K
0

) . (2.18)

The authors of [43] suggested that the oscillator representation and the standard represen-

tation above can be related by a transformation which exchanges the two directions with

opposite signature 0 and 5, that is a rotation with an imaginary angle �i⇡/2 in the plane

05,

U = exp�⇡

2
M

05

= exp�⇡

4
(P

0

� K
0

) , (2.19)

and its action translates into

U�1KµU = L�
µ , U�1PµU = L+

µ , U�1DU = iE , (2.20)
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Two-point function and the “vertex” 

where E
AB(k)

s are the generators of psu(2, 2|4) at site s on chain (k). The invariant |V
12

i
enters the expression of the two point function as

hO
2

(y)O
1

(x)i = hV
12

| ei(L+
1 x+L+

2 y)|O
2

i ⌦ |O
1

i . (1.7)

with L+

k generators in the oscillator representation associated to the momentum operator.

Figure 1. The two point correlation function and |V12i

Figure 2. The three point correlation function and |V123i

The same strategy can be used to reformulate the three point function,

hO
2

(y)O
3

(z)O
1

(x)i = hV
123

| ei(L+
1 x+L+

2 y+L+
3 z)|O

2

i ⌦ |O
3

i ⌦ |O
1

i , (1.8)

using the three-point invariant |V
123

i defined, at tree level, as

|V
123

i = |V
12

i ⌦ |V
13

i ⌦ |V
32

i . (1.9)

The objects entering the correlation functions are schematically depicted in figures 1 and

2. Such an interpretation of the correlation functions is close in spirit to the construction

in [44]2, but it is also heavily inspired from the ideas in string field theory, where the object

similar to |V
123

i is the string vertex [45–51].

Compared to the previous works, the step forward we take here is to reformulate the

local symmetry (1.6) as a non-local symmetry realized by the Yangian. Of course, our

aim is to reformulate the symmetry conditions for the three point functions at arbitrary

2We thank S. Komatsu for bringing this paper to our attention.
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Tree level: Wick contractions:

R
01

(u)R
01

(u)|V
11

i = f(u)|V
11

i

|V
11

i = |ZZ̄i + |XX̄i
Monodromy matrix of the vertex

T
12

(u) ⌘ t
12

(u)t
21

(u) = R
01

(u) . . . R
0L

(u)R
0L

(u) . . . R
01

(u)

T
123

(u) = t
13

(u)t
12

(u)t
21

(u)t
23

(u)t
32

(u)t
31

(u)

T
123

(u)|V
123

i = |V
123

i

hO
1

(x)O
2

(y)O
3

(z)i ⇠ hV
123

|O
1

i|O
2

i|O
3

i

hO
1

(x)O
2

(y)O
3

(z)i ⇠ hV
123

|O
1

i|O
2

i|O
3

i

⌘D

P Q

= diag(� + + + +�)

⌘E

P Q

= diag(+ + + + ��)

 = ( a
i

�b†
i

c
i

d†
i

),  ̄ = ( a†
i

b
i

c†
i

d
i

)

X

A

EAA =
X

i=1,2

(N
ai � N

bi + N
ci � N

di) = 0 (62) ccrestriction

�
↵

⌘ U a
↵

U�1 = a
↵

� b†
↵

, e�
↵̇

⌘ U b
↵

U�1 = b
↵

� a†
↵

,

µ
↵

⌘ U a†
↵

U�1 = a†
↵

+ b
↵

, eµ
↵̇

⌘ U b†
↵

U�1 = b†
↵

+ a
↵

X

a

|ai ⌦ |āi

|0i
D

= U |0i
E

D

h0|0i
D

= 1

hO†
2

(y)O
1

(x)i = hO
2

|U †eiP (x�y)U |O
1

i (63)

hO†
2

(y)O
1

(x)i = hV
12

| ei[L

+
(1)x+L

+
(2)y] |Ō

2

i(2) ⌦ |O
1

i(1) , (64)

|V
12

i = exp�
LX

s=1

X

i=1,2

⇣
a(1)

i,s

a(2)†
i,s

� b(1)

i,s

b(2)†
i,s

+ d(1)

i,s

d(2)†
i,s

� c(1)

i,s

c(2)†
i,s

⌘
|0i(2) ⌦ |0̄i(1) (65)

21

The non-extremal three point function, at tree level, can be then written in the same way

as non-extremal, but with another definition of the vertex

hO
2

(y)O
3

(z)O
1

(x)i = hV
123

| e
i[L+

(1)x+L+
(2)y+L+

(3)z]|O
2

i ⌦ |O
3

i ⌦ |O
1

i , (2.59)

with the vertex |V
123

i built out as

|V
123

i = |V
12

i ⌦ |V
13

i ⌦ |V
32

i = U2

(12)

|V
12

i ⌦ U2

(13)

|V
13

i ⌦ U2

(32)

|V
32

i ,

|Viji 2 V
⌦Lij
� ⌦ V

⌦Lji
+

. (2.60)

The construction of the states |V
12

i and |V
123

i, that we call the spin vertex (by abuse of

language we will call |V
12

i the two-vertex) is the main purpose of this work.

3 The spin vertex at tree level

In this section we are defining the basic building blocks we need to build the vertex at

tree level. The main object is the two-vertex |V
12

i, which is an invariant of the su(2, 2|4)

algebra and which can be therefore used as a “vacuum state” in the tensor product of

multiple Fock spaces when we compute the correlation functions.

3.1 Definition of the two-vertex

We will concentrate first on the case of the two-vertex |V
12

i and infer the properties re-

quired such that (2.45) and (2.52) are identical. A construction of the vertex using the

oscillator representation was given in [43]. Here we give a slightly modified version of that

construction6

|V
12

i ⌘ U2

(1)

|V
12

i

= U2

(1)

exp
LX

s=1

X

i=1,2

⇣
b

(1)†
i,s a

(2)†
i,s � a

(1)†
i,s b

(2)†
i,s � d

(1)†
i,s c

(2)†
i,s � c

(1)†
i,s d

(2)†
i,s

⌘
|0i(2) ⌦ |0i(1)

= exp�
LX

s=1

X

i=1,2

⇣
a

(1)

i,s a
(2)†
i,s � b

(1)

i,s b
(2)†
i,s + d

(1)

i,s d
(2)†
i,s � c

(1)

i,s c
(2)†
i,s

⌘
|0i(2) ⌦ |0̄i(1) , (3.1)

where the upper index on the oscillators indicates the Fock space where they act, and

|0̄i = U2|0i. In order to mimic the planar contractions we revert the order of the tensor

product in the second chain,

|0i(2) ⌦ |0i(1) =
⇣

|0i(2)

L ⌦ · · · ⌦ |0i(2)

1

⌘
⌦

⇣
|0i(1)

1

⌦ . . . ⌦ |0i(1)

L

⌘
. (3.2)

The vertex (3.1) can be expanded as

|V
12

i =
X

Na,Nb,Nc,Nd

|Na, Nb, Nc, Ndi(2) ⌦ |N̄a, N̄b, N̄c, N̄di(1) (3.3)

=
X

Na,Nb,Nc,Nd

|N̄a, N̄b, N̄c, N̄di(2) ⌦ |Na, Nb, Nc, Ndi(1) = (�1)F |V
21

i ,

6The main di↵erence between our definition of the vertex and the one in [43] is that our vertex is neutral

for the R-charges while theirs is not.
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delta function-like expression

where F = Nc + Nd is the number of fermions and

|Na, Nb, Nc, Ndi =
1p

Na! Nb!

Y

k=1,2

(d†
k)Ndk (c†

k)Nck (b†
k)Nbk (a†

k)Nak |0i , (3.4)

|N̄a, N̄b, N̄c, N̄di =
(�1)Na+Nc

p
Na! Nb!

Y

k=1,2

a
Nak
k b

Nbk
k c

Nck
k d

Ndk
k |0̄i ,

with Na! ⌘ Na1 ! Na2 ! and Nb! ⌘ Nb1 ! Nb2 !. For the states containing fermions one should

take care of signs, so the order on which the fermionic oscillators act is important. In the

formulas above we take the convention that the oscillators act in opposite order on the two

chains. One can easily project the vertex in (3.3) on the states obeying Na�Nb+Nc�Nd =

0. The second line in (3.3) can be proven using

U
(1)

|V
12

i = U�1

(2)

|V
12

i , U
(1)

|V
12

i = U�1

(2)

|V
12

i , (3.5)

which will can be shown using the properties (3.7) below. From the oscillator expansion

(3.3) it can be readily seen that

hV
31

|V
12

i =
X

Na,Nb,Nc,Nd

|Na, Nb, Nc, Ndi(2) (3)hNa, Nb, Nc, Nd| = 1
23

, (3.6)

with 1
23

identifying the spaces 3 and 2.

In order for the vertex |V
12

i to reproduce the right two point functions of the operators

in N = 4 SYM, it has to contain, for each site s, the “lowest weight” state |Zis⌦|Z̄is, as well

as the other combinations, |ais ⌦ |āis with a = Z, X, Y, Z̄, X̄, Ȳ , plus the fermions, etc. It

can be checked, see appendix C, that these terms appear in the expansion of the exponential

in (3.1), as well as other terms that do not obey the central charge restriction (2.10), but

which will vanish when projected on the spin states which do obey the restriction. The

expression (3.1) is reminiscent of a boundary state in conformal field theory7.

Let us now determine how the two versions of the vertex, |V
12

i and |V
12

i transform

the oscillators from one space into the others. (i = 1, 2)

(a(1)†
i,s + b

(2)

i,s )|V
12

i = (b(1)†
i,s � a

(2)

i,s )|V
12

i = (a(1)

i,s + b
(2)†
i,s )|V

12

i = (b(1)

i,s � a
(2)†
i,s )|V

12

i = 0 ,

(c(1)

i,s + d
(2)†
i,s )|V

12

i = (d(1)

i,s + c
(2)†
i,s )|V

12

i = (d(1)†
i,s � c

(2)

i,s )|V
12

i = (c(1)†
i,s � d

(2)

i,s )|V
12

i = 0 . (3.7)

We have chosen the vertex (3.1) |V
12

i such as to transform operators (ai, bi, ci, di) into

(b†
i , a†

i , d†
i , c†

i ), very much as the action of the operator U2 in (2.26) does. Let us look at

the e↵ect of the vertex on the generators of the psu(2, 2|4) algebra. In general, the vertex

transforms generators acting in one of the Fock spaces, G(1), into operators acting in the

other space, G̃(2), by

G(1)|V
12

i ⌘ �G̃(2)|V
12

i ,

G(1)H(1)|V
12

i = (�1)|G||H|H̃(2)G̃(2)|V
12

i , (3.8)

7The idea that the vertex should be similar to a boundary state was suggested to us by R. Janik.

– 16 –

The non-extremal three point function, at tree level, can be then written in the same way

as non-extremal, but with another definition of the vertex

hO
2

(y)O
3

(z)O
1

(x)i = hV
123

| e
i[L+

(1)x+L+
(2)y+L+

(3)z]|O
2

i ⌦ |O
3

i ⌦ |O
1

i , (2.59)

with the vertex |V
123

i built out as

|V
123

i = |V
12

i ⌦ |V
13

i ⌦ |V
32

i = U2

(12)

|V
12

i ⌦ U2

(13)

|V
13

i ⌦ U2

(32)

|V
32

i ,

|Viji 2 V
⌦Lij
� ⌦ V

⌦Lji
+

. (2.60)

The construction of the states |V
12

i and |V
123

i, that we call the spin vertex (by abuse of

language we will call |V
12

i the two-vertex) is the main purpose of this work.

3 The spin vertex at tree level

In this section we are defining the basic building blocks we need to build the vertex at

tree level. The main object is the two-vertex |V
12

i, which is an invariant of the su(2, 2|4)

algebra and which can be therefore used as a “vacuum state” in the tensor product of

multiple Fock spaces when we compute the correlation functions.

3.1 Definition of the two-vertex

We will concentrate first on the case of the two-vertex |V
12

i and infer the properties re-

quired such that (2.45) and (2.52) are identical. A construction of the vertex using the

oscillator representation was given in [43]. Here we give a slightly modified version of that

construction6

|V
12

i ⌘ U2

(1)

|V
12

i

= U2

(1)

exp
LX

s=1

X

i=1,2

⇣
b

(1)†
i,s a

(2)†
i,s � a

(1)†
i,s b

(2)†
i,s � d

(1)†
i,s c

(2)†
i,s � c

(1)†
i,s d

(2)†
i,s

⌘
|0i(2) ⌦ |0i(1)

= exp�
LX

s=1

X

i=1,2
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a

(1)

i,s a
(2)†
i,s � b

(1)

i,s b
(2)†
i,s + d

(1)

i,s d
(2)†
i,s � c

(1)

i,s c
(2)†
i,s

⌘
|0i(2) ⌦ |0̄i(1) , (3.1)

where the upper index on the oscillators indicates the Fock space where they act, and

|0̄i = U2|0i. In order to mimic the planar contractions we revert the order of the tensor

product in the second chain,

|0i(2) ⌦ |0i(1) =
⇣

|0i(2)

L ⌦ · · · ⌦ |0i(2)

1

⌘
⌦

⇣
|0i(1)

1

⌦ . . . ⌦ |0i(1)

L

⌘
. (3.2)

The vertex (3.1) can be expanded as

|V
12

i =
X

Na,Nb,Nc,Nd

|Na, Nb, Nc, Ndi(2) ⌦ |N̄a, N̄b, N̄c, N̄di(1) (3.3)

=
X

Na,Nb,Nc,Nd

|N̄a, N̄b, N̄c, N̄di(2) ⌦ |Na, Nb, Nc, Ndi(1) = (�1)F |V
21

i ,

6The main di↵erence between our definition of the vertex and the one in [43] is that our vertex is neutral

for the R-charges while theirs is not.
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The non-extremal three point function, at tree level, can be then written in the same way

as non-extremal, but with another definition of the vertex
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The construction of the states |V
12

i and |V
123

i, that we call the spin vertex (by abuse of

language we will call |V
12

i the two-vertex) is the main purpose of this work.

3 The spin vertex at tree level

In this section we are defining the basic building blocks we need to build the vertex at

tree level. The main object is the two-vertex |V
12

i, which is an invariant of the su(2, 2|4)

algebra and which can be therefore used as a “vacuum state” in the tensor product of

multiple Fock spaces when we compute the correlation functions.

3.1 Definition of the two-vertex

We will concentrate first on the case of the two-vertex |V
12

i and infer the properties re-

quired such that (2.45) and (2.52) are identical. A construction of the vertex using the

oscillator representation was given in [43]. Here we give a slightly modified version of that

construction6
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where the upper index on the oscillators indicates the Fock space where they act, and

|0̄i = U2|0i. In order to mimic the planar contractions we revert the order of the tensor

product in the second chain,

|0i(2) ⌦ |0i(1) =
⇣

|0i(2)

L ⌦ · · · ⌦ |0i(2)

1

⌘
⌦

⇣
|0i(1)

1

⌦ . . . ⌦ |0i(1)

L

⌘
. (3.2)

The vertex (3.1) can be expanded as

|V
12

i =
X

Na,Nb,Nc,Nd

|Na, Nb, Nc, Ndi(2) ⌦ |N̄a, N̄b, N̄c, N̄di(1) (3.3)

=
X

Na,Nb,Nc,Nd

|N̄a, N̄b, N̄c, N̄di(2) ⌦ |Na, Nb, Nc, Ndi(1) = (�1)F |V
21

i ,

6The main di↵erence between our definition of the vertex and the one in [43] is that our vertex is neutral

for the R-charges while theirs is not.
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the exponential form includes states with arbitrary (integer) central charge Cs at each site s 

one can easily project on the Cs = 0 modules; these are automatically selected when projected on 
the incoming states respecting this condition 

with |G| denoting the grading of the operator G, i.e. the number of fermions it contains

modulo 2. The transformation above is an anti-morphism, because it changes the order of

the operators. Let us consider the generators of the psi(2, 2|4) algebra (or rather gl(2, 2|4),

since we prefer not to factor out the central element and the super identity) EAB(1) which

obey the commutation relations (2.4). According to (3.8), they are transformed by the

vertex into another set of generators, ẼAB(2), also obeying the commutation relations8 of

psu(2, 2|4), and a priori di↵erent from EAB(2). We deduce that the vertex obeys the local

symmetry condition
⇣

EAB(1)

s + ẼAB(2)

s

⌘
|V

12

i = 0 , s = 1, . . . L . (3.9)

The explicit form of ẼAB can be determined using (3.7) and (3.8). We have, for

example, for generators of the conformal subalgebra,

L̃+

µ = �b�̄µa = U2L+

µ U�2 , L̃�
µ = b†�µa† = U2L�

µ U�2 ,

Ẽ = �1

2
(aa† + b†b) = U2EU�2 = �E . (3.10)

By inspection, we can see that

ẼAB = U2(EAB + (�1)|B|�AB)U�2 (3.11)

for all the generators, even and odd, with |B| = 0, 1 for bosonic and fermionic indices

respectively. We therefore conclude that the symmetry of the vertex |V
12

i, at tree level,

can be expressed as
⇣

EAB(1)

s + EAB(2)

s + (�1)|B|�AB
⌘

|V
12

i = 0 , s = 1, . . . L . (3.12)

The term (�1)|B|�AB is proportional to the identity in the oscillator space and it can be

incorporated into a shift of the Cartan generators, EAA ! EAA + (�1)|A|, which does

not a↵ect the gl(4|4) commutation relations. Moreover, this shift preserves the central

element
P

A EAA; we therefore conclude that the vertex possess local psu(2, 2|4) symmetry.

Equation (3.12) justifies a posteriori the relation (2.53) we have used in the definition of

the correlation function. This local symmetry can be taken as a defining property of the

vertex, and it will be deformed at higher loop.

3.2 Properties of the vertex

In this section we are exploiting the properties of the vertex which are useful for the

computation of the correlation functions at the tree level. The first step is to characterize

the states that are flipped with the help of the vertex. For this purpose, we work out first

the action of the monodromy matrix on the vertex and then identify the flipped states.

The second step, which can be performed in the so(6) sector, is to separate the space-

time dependence from the structure constant and rederive the expression of the structure

constants in terms of the spin chain overlaps. In particular, in the so(4) subsector we

rederive the EGSV [21] factorization of the structure constants.

8We have introduced the minus sign in the first line of (3.8) to get the right commutation relations for

ẼAB(2) .
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main property: local psu(2,2|4) symmetry

proven using the action of the oscillators on the vertex 

the simple form is introduces at the expenses of enlarging the Hilbert space
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Three-point function and the vertex 

where E
AB(k)

s are the generators of psu(2, 2|4) at site s on chain (k). The invariant |V
12

i
enters the expression of the two point function as

hO
2

(y)O
1

(x)i = hV
12

| ei(L+
1 x+L+

2 y)|O
2

i ⌦ |O
1

i . (1.7)

with L+

k generators in the oscillator representation associated to the momentum operator.

Figure 1. The two point correlation function and |V12i

Figure 2. The three point correlation function and |V123i

The same strategy can be used to reformulate the three point function,

hO
2

(y)O
3

(z)O
1

(x)i = hV
123

| ei(L+
1 x+L+

2 y+L+
3 z)|O

2

i ⌦ |O
3

i ⌦ |O
1

i , (1.8)

using the three-point invariant |V
123

i defined, at tree level, as

|V
123

i = |V
12

i ⌦ |V
13

i ⌦ |V
32

i . (1.9)

The objects entering the correlation functions are schematically depicted in figures 1 and

2. Such an interpretation of the correlation functions is close in spirit to the construction

in [44]2, but it is also heavily inspired from the ideas in string field theory, where the object

similar to |V
123

i is the string vertex [45–51].

Compared to the previous works, the step forward we take here is to reformulate the

local symmetry (1.6) as a non-local symmetry realized by the Yangian. Of course, our

aim is to reformulate the symmetry conditions for the three point functions at arbitrary

2We thank S. Komatsu for bringing this paper to our attention.
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straightforward generalization to the three point function at tree level 
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|V
12

i = exp�
LX

s=1

X

i=1,2

⇣
a(1)

i,s

a(2)†
i,s

� b(1)

i,s

b(2)†
i,s

+ d(1)

i,s

d(2)†
i,s

� c(1)

i,s

c(2)†
i,s

⌘
|0i(2) ⌦ |0̄i(1) (65)

|0i(2) ⌦ |0̄i(1) =
⇣

|0i(2)

L

⌦ · · · ⌦ |0i(2)

1

⌘
⌦

⇣
|0̄i(1)

1

⌦ . . . ⌦ |0̄i(1)

L

⌘
(66)

|O
1

i ' |O
13

i ⌦ |O
12

i , (67)

|O
2

i ' |O
21

i ⌦ |O
23

i ,

|O
3

i ' |O
32

i ⌦ |O
31

i .
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The non-extremal three point function, at tree level, can be then written in the same way

as non-extremal, but with another definition of the vertex

hO
2

(y)O
3

(z)O
1

(x)i = hV
123

| e
i[L+

(1)x+L+
(2)y+L+

(3)z]|O
2

i ⌦ |O
3

i ⌦ |O
1

i , (2.59)

with the vertex |V
123

i built out as

|V
123

i = |V
12

i ⌦ |V
13

i ⌦ |V
32

i = U2

(12)

|V
12

i ⌦ U2

(13)

|V
13

i ⌦ U2

(32)

|V
32

i ,

|Viji 2 V
⌦Lij
� ⌦ V

⌦Lji
+

. (2.60)

The construction of the states |V
12

i and |V
123

i, that we call the spin vertex (by abuse of

language we will call |V
12

i the two-vertex) is the main purpose of this work.

3 The spin vertex at tree level

In this section we are defining the basic building blocks we need to build the vertex at

tree level. The main object is the two-vertex |V
12

i, which is an invariant of the su(2, 2|4)

algebra and which can be therefore used as a “vacuum state” in the tensor product of

multiple Fock spaces when we compute the correlation functions.

3.1 Definition of the two-vertex

We will concentrate first on the case of the two-vertex |V
12

i and infer the properties re-

quired such that (2.45) and (2.52) are identical. A construction of the vertex using the

oscillator representation was given in [43]. Here we give a slightly modified version of that

construction6

|V
12

i ⌘ U2

(1)

|V
12

i

= U2

(1)

exp
LX

s=1

X

i=1,2

⇣
b

(1)†
i,s a

(2)†
i,s � a

(1)†
i,s b

(2)†
i,s � d

(1)†
i,s c

(2)†
i,s � c

(1)†
i,s d

(2)†
i,s

⌘
|0i(2) ⌦ |0i(1)

= exp�
LX

s=1

X

i=1,2

⇣
a

(1)

i,s a
(2)†
i,s � b

(1)

i,s b
(2)†
i,s + d

(1)

i,s d
(2)†
i,s � c

(1)

i,s c
(2)†
i,s

⌘
|0i(2) ⌦ |0̄i(1) , (3.1)

where the upper index on the oscillators indicates the Fock space where they act, and

|0̄i = U2|0i. In order to mimic the planar contractions we revert the order of the tensor

product in the second chain,

|0i(2) ⌦ |0i(1) =
⇣

|0i(2)

L ⌦ · · · ⌦ |0i(2)

1

⌘
⌦

⇣
|0i(1)

1

⌦ . . . ⌦ |0i(1)

L

⌘
. (3.2)

The vertex (3.1) can be expanded as

|V
12

i =
X

Na,Nb,Nc,Nd

|Na, Nb, Nc, Ndi(2) ⌦ |N̄a, N̄b, N̄c, N̄di(1) (3.3)

=
X

Na,Nb,Nc,Nd

|N̄a, N̄b, N̄c, N̄di(2) ⌦ |Na, Nb, Nc, Ndi(1) = (�1)F |V
21

i ,

6The main di↵erence between our definition of the vertex and the one in [43] is that our vertex is neutral

for the R-charges while theirs is not.
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Local symmetry vs. Yangian symmetry  

with |G| denoting the grading of the operator G, i.e. the number of fermions it contains

modulo 2. The transformation above is an anti-morphism, because it changes the order of

the operators. Let us consider the generators of the psi(2, 2|4) algebra (or rather gl(2, 2|4),

since we prefer not to factor out the central element and the super identity) EAB(1) which

obey the commutation relations (2.4). According to (3.8), they are transformed by the

vertex into another set of generators, ẼAB(2), also obeying the commutation relations8 of

psu(2, 2|4), and a priori di↵erent from EAB(2). We deduce that the vertex obeys the local

symmetry condition
⇣

EAB(1)

s + ẼAB(2)

s

⌘
|V

12

i = 0 , s = 1, . . . L . (3.9)

The explicit form of ẼAB can be determined using (3.7) and (3.8). We have, for

example, for generators of the conformal subalgebra,

L̃+

µ = �b�̄µa = U2L+

µ U�2 , L̃�
µ = b†�µa† = U2L�

µ U�2 ,

Ẽ = �1

2
(aa† + b†b) = U2EU�2 = �E . (3.10)

By inspection, we can see that

ẼAB = U2(EAB + (�1)|B|�AB)U�2 (3.11)

for all the generators, even and odd, with |B| = 0, 1 for bosonic and fermionic indices

respectively. We therefore conclude that the symmetry of the vertex |V
12

i, at tree level,

can be expressed as
⇣

EAB(1)

s + EAB(2)

s + (�1)|B|�AB
⌘

|V
12

i = 0 , s = 1, . . . L . (3.12)

The term (�1)|B|�AB is proportional to the identity in the oscillator space and it can be

incorporated into a shift of the Cartan generators, EAA ! EAA + (�1)|A|, which does

not a↵ect the gl(4|4) commutation relations. Moreover, this shift preserves the central

element
P

A EAA; we therefore conclude that the vertex possess local psu(2, 2|4) symmetry.

Equation (3.12) justifies a posteriori the relation (2.53) we have used in the definition of

the correlation function. This local symmetry can be taken as a defining property of the

vertex, and it will be deformed at higher loop.

3.2 Properties of the vertex

In this section we are exploiting the properties of the vertex which are useful for the

computation of the correlation functions at the tree level. The first step is to characterize

the states that are flipped with the help of the vertex. For this purpose, we work out first

the action of the monodromy matrix on the vertex and then identify the flipped states.

The second step, which can be performed in the so(6) sector, is to separate the space-

time dependence from the structure constant and rederive the expression of the structure

constants in terms of the spin chain overlaps. In particular, in the so(4) subsector we

rederive the EGSV [21] factorization of the structure constants.

8We have introduced the minus sign in the first line of (3.8) to get the right commutation relations for

ẼAB(2) .
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promote the local symmetry to Yangian symmetry

(*)

...a

1 2 3 L

Figure 5. Two ways of computing the two point function
and how to flip the operator |O2i to |Ō2i.

3.2.1 Characterizing the flipped operator Ō

One of the basic property of the vertex is that it transforms an outgoing state into a

incoming one (or vice versa),

(1)hO| = hV
12

|�(1)|Ōi(2) , (3.13)

the two states hO| and |Ōi corresponding to two di↵erent but related operators O and Ō.

In this section, we are going to show how to obtain the operator Ō once O is given. In this

way we are relating the two di↵erent way of computing the two point functions illustrated

in figure 5.

Due to the large degeneracy of trace states at tree level, one prefers to use a pre-

diagonalization and use as basis of states the eigenstates of the one-loop dilatation operator,

which is conveniently given by (nested) algebraic Bethe ansatz. Suppose that we have built

the one-loop Lax matrix

Ls(u) = u � i/2 � i(�1)|A|EAB
0

EBA
s . (3.14)

where the generators in the auxiliary space EAB
0,d belong to the defining (4|4 dimensional)

representation of psu(2, 2|4) and EAB
s are the generators in the actual physical represen-

tation, e.g. the oscillators representation. Using the property (3.12) of the vertex it is

straightforward to show that

L(1)(u)|V
12

i = �L(2)(�u)|V
12

i . (3.15)

Since the vertex carries the physical representation and its dual, one could interpret the

above relation as the crossing relation. This point can be made more explicit by using

the set of generators ĒAB defined in (2.12) which act naturally in the dual representation.

The change of sign in the Lax matrix can be absorbed in the normalization, and we will

tacitly assume in the following that we have done so. Let us now consider the monodromy

matrices of the two chains

T (1)(u) = L
(1)

1

(u) . . . L
(1)

L (u) , T (2)(u) = L
(2)

L (u) . . . L
(2)

1

(u) (3.16)
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Lax matrix at site s:

auxiliary space in defining, (4|4) representation

quantum space in the oscillator representation

R
01

(u)R
02

(u � ic)|V
12

i ⇠ |V
12

i . (74)

⌦
1

(u)⌦
2

(u)⌦
3

(u) = 1 (75)

|V
123

i ⇠ |H
1

i ⌦ |H
2

i

hO
1

(x)O
2

(y)O
3

(z)i =
C

123

|x � y|�1+�2��3 |x � z|�1+�3��2 |y � z|�2+�3��1
(76)

O
↵

(x) , ↵ = 1, 2, 3

{u
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1

2
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p
i,↵
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r
1 + 16g2 sin2

p
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↵
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� M
↵

+
M↵X
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g
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↵ J
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hZ̄(x)Z(y)i ⇠ 1

|x � y|2

hX̄(x)X(y)i ⇠ 1
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{Q↵
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(u; u
i,↵

) , a = 1, . . . 8}

log C
123

(g) '
I
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du

2⇡
Li
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�
eip

(1)
(u)+ip
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(u)�ip

(3)
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�
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I
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�
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�
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�
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a = Z, X, Y, Z̄, X̄, Ȳ + fermions, derivatives, etc

ā
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0

)
CD

= �A
C

�B
D

EAB

s

=  ̄A

s

 B

s
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start by defining the monodromy matrix (which generates the Yangian) 

s
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Monodromy condition for the vertex  

the vertex (singlet) is also an Yangian invariant for the  monodromy matrix 

it is sufficient to prove the above relation for two chains of one site 

1 L 1L.... ....2 2 1 L 1L.... ....2 2

Figure 6. The two chain monodromy matrix t(12)(u) and its action
on the vertex |V12i

auxiliary and quantum spaces. Here we construct the monodromy matrix with the auxiliary

space in the defining representation. For the monodromy matrix with the auxiliary space in

the physical representation, the construction of the so(6) sector is relatively straightforward,

however the construction in the sl(2) sector is more subtle and we are not doing it here.

Let us take the psu(2, 2|4) R matrix in the defining and physical representation

R
01

(u) = u � i⇧
01

, ⇧
01

= (�1)|A|EAB
0

EBA
1

, (4.1)

where EAB
0

are 4|4⇥4|4 super matrices and the generators in the quantum space are in the

oscillator representation EBA
1

=  ̄A B. When EBA
1

are also in the defining representation,

⇧
01
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(u) = L(2)(u + i/2), and then use the crossing-like property (3.15) of the vertex
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12 The condition c = 0 should be understood as a constraint imposed on the states, which projects on

the irreducible representation we are interested in. This constraint can be implemented in the definition of

the spin vertex, but then the vertex will lose its nice exponential form.
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The condition (4.5) can be lifted to the two-vertex with an arbitrary number of sites, as

depicted in figure 6
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as well as for the three vertex, where the di↵erent pieces t(ij)(u) joining chain (i) to chain

(j) are glued as in figure 4,
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The subsectors:

The psu(2, 2|4) R matrix can be readily reduced to di↵erent subsectors, just by restricting

the sum in the definition of the central charge (2.10) to the corresponding subsector. As a

result, the central charge can take non-zero value c = EBB
1

.

• In the su(1|1), su(2|3) and su(2) sector, where the fields belong to the fundamental

representation, c = 1, so that the unitarity condition is slightly modified,
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• In the sl(2) sector, c = 0, so the unitarity and monodromy conditions are the same

as for psu(2, 2|4).

• In the so(6) sector we have c = 2, so that
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5 Conclusion and Outlook

In this paper we proposed a new formulation for computing correlation functions in planar

N = 4 SYM theory. In this novel formalism, the central object is called the spin vertex,

which is the weak-coupling counter-part of the string vertex in the string field theory. We

constructed the spin vertex for all sectors of the theory at tree-level by a set of bosonic

and fermionic oscillators. The spin vertex is a special entangled state living in Hilbert

space of multi spin chains and has many nice properties. In the spin vertex formalism, the

symmetry of correlation functions become manifest. In particular, we are able to construct

monodromy matrices under the action of which the spin vertex is invariant. In another

word, the spin vertex is invariant under the action of the infinite dimensional Yangian

algebra, which is the hallmark of integrability.
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Figure 3. The basic relation of vertex operator, the two
states connected by the dashed line is identified.

Figure 4. The three-point spin vertex and monodromy condition.

coupling in terms of integrability. Here, we show that at the tree level the spin vertex

|V
123

i is a Yangian invariant,

T
123

(u)|V
123

i = |V
123

i , (1.10)

with the monodromy matrix T (123)(u) built from the pieces of the three chains, as shown

in figure 4,

T
123

(u) = t(12)(u) t(13)(u) t(31)(u) t(32)(u) t(23)(u) t(21)(u) . (1.11)

The building block used for the monodromy condition is property of the two-site vertex

|V
12

i carrying on the sites 1 and 2 the physical representation, as represented schematically

in figure 3,

R
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(u)|V
12

i = |V
12

i . (1.12)

This relation can be traced back to the unitarity property of the R matrix, R
01

(u)R
01

(�u) =

1, plus a version of the crossing relation mediated by the vertex. Let us mention that the

specific form of the monodromy property (1.12) concerns the full psu(2, 2|4) R matrix and

it changes when reduced to particular subsectors. The integrable structure displayed by the

vertex is instrumental in computing even the tree-level correlation functions [52], some of

which were known previously. We think that the integrable structure will be maintained at

higher loops, and that the integrability constraints combined with few general constraints

will be su�cient to determine the three point function, very much as the integrability

constraints were su�cient to determine the spectrum of anomalous dimensions [6].
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Monodromy condition for the vertex  
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Figure 6. The two chain monodromy matrix t(12)(u) and its action
on the vertex |V12i

auxiliary and quantum spaces. Here we construct the monodromy matrix with the auxiliary

space in the defining representation. For the monodromy matrix with the auxiliary space in

the physical representation, the construction of the so(6) sector is relatively straightforward,

however the construction in the sl(2) sector is more subtle and we are not doing it here.
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Here we have used the (anti)commutation relations [ A,  ̄B]± = �AB and that in the

physical representation c = EBB
1

=  ̄B B = 0 12 and in the auxiliary representation
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0

= 1. The R matrix above satisfies the unitarity condition
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For a representation with arbitrary central charge c, the unitarity condition would be
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Here we have used that the R matrix is related to the Lax matrix defined in (3.14) by
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(u) = L(2)(u + i/2), and then use the crossing-like property (3.15) of the vertex
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12 The condition c = 0 should be understood as a constraint imposed on the states, which projects on

the irreducible representation we are interested in. This constraint can be implemented in the definition of

the spin vertex, but then the vertex will lose its nice exponential form.
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Figure 6. The two chain monodromy matrix t(12)(u) and its action
on the vertex |V12i

auxiliary and quantum spaces. Here we construct the monodromy matrix with the auxiliary

space in the defining representation. For the monodromy matrix with the auxiliary space in

the physical representation, the construction of the so(6) sector is relatively straightforward,

however the construction in the sl(2) sector is more subtle and we are not doing it here.
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= (�1)|A|EAB
0

EBA
1
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where EAB
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oscillator representation EBA
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Here we have used the (anti)commutation relations [ A,  ̄B]± = �AB and that in the

physical representation c = EBB
1

=  ̄B B = 0 12 and in the auxiliary representation

EBB
0

= 1. The R matrix above satisfies the unitarity condition
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(u)R
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(�i � u) = �u(i + u) . (4.3)

For a representation with arbitrary central charge c, the unitarity condition would be
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(u)R
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(i(c � 1) � u) = �u(i(1 � c) + u) � c . (4.4)
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Here we have used that the R matrix is related to the Lax matrix defined in (3.14) by
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(u) = L(2)(u + i/2), and then use the crossing-like property (3.15) of the vertex
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12 The condition c = 0 should be understood as a constraint imposed on the states, which projects on

the irreducible representation we are interested in. This constraint can be implemented in the definition of

the spin vertex, but then the vertex will lose its nice exponential form.
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2) symmetry of the vertex  

Figure 6. The two chain monodromy matrix t(12)(u) and its action
on the vertex |V12i

auxiliary and quantum spaces. Here we construct the monodromy matrix with the auxiliary

space in the defining representation. For the monodromy matrix with the auxiliary space in

the physical representation, the construction of the so(6) sector is relatively straightforward,

however the construction in the sl(2) sector is more subtle and we are not doing it here.
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Here we have used the (anti)commutation relations [ A,  ̄B]± = �AB and that in the

physical representation c = EBB
1

=  ̄B B = 0 12 and in the auxiliary representation
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0
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the monodromy condition depends on the sector through the value of c

in the full psu(2,2|4) there is no relative shift in the rapidity

the significance of this fact not fully understood (relation to crossing?)

Figure 3. The basic relation of vertex operator, the two
states connected by the dashed line is identified.

Figure 4. The three-point spin vertex and monodromy condition.

coupling in terms of integrability. Here, we show that at the tree level the spin vertex

|V
123

i is a Yangian invariant,

T
123

(u)|V
123

i = |V
123

i , (1.10)

with the monodromy matrix T (123)(u) built from the pieces of the three chains, as shown

in figure 4,

T
123

(u) = t(12)(u) t(13)(u) t(31)(u) t(32)(u) t(23)(u) t(21)(u) . (1.11)

The building block used for the monodromy condition is property of the two-site vertex

|V
12

i carrying on the sites 1 and 2 the physical representation, as represented schematically

in figure 3,
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This relation can be traced back to the unitarity property of the R matrix, R
01

(u)R
01

(�u) =

1, plus a version of the crossing relation mediated by the vertex. Let us mention that the

specific form of the monodromy property (1.12) concerns the full psu(2, 2|4) R matrix and

it changes when reduced to particular subsectors. The integrable structure displayed by the

vertex is instrumental in computing even the tree-level correlation functions [52], some of

which were known previously. We think that the integrable structure will be maintained at

higher loops, and that the integrability constraints combined with few general constraints

will be su�cient to determine the three point function, very much as the integrability

constraints were su�cient to determine the spectrum of anomalous dimensions [6].

– 6 –

monodromy in physical space  [Kazama, Komatsu, Nishimura, 15]              conserved charges

strong coupling semiclassical equivalent:
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[Kazama, Komatsu, 13]

monodromy relation for three chains:
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Three point function at all loop from bootstrap

[Basso, Komatsu, Vieira, 15] 

pants decomposition into two hexagons 
(worldsheets with conical defect) 
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a = Z, X, Y, Z̄, X̄, Ȳ + fermions, derivatives, etc

ā
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hexagon contribution should satisfy form-factor like axioms and symmetry requirements

minimal solution conjectured which passes comparison with known cases

physical excitations 
(magnons)

virtual excitations 
propagationg in the mirror channel
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Conclusion and outlook

• various integrability-based methods used to determine the three point function in different limits

• we have built a weak coupling version of the string vertex based on the oscillator representation 

of psu(2,2|4) [Y. Jiang, I. Kostov, A. Petrovskii, D.S., 14; Y. Kazama, S. Komatsu, T. Nishimura 14-15]

• adapted for the spin chain language and perturbative computations; complementary to the 

hexagon bootstrap method [Basso, Komatsu, Vieira, 15]

• implementation of the symmetries at tree level/monodromy condition

• performing the sums in the hexagon approach and take the semiclassical limit (small parameter: 

1/L); connection with fermion partition functions, Mayer expansion, etc.

• implement a general Quantum Spectral Curve-like approach for the three point function
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